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1. Introduction

Monotone set-valued operators A : X → 2X in a Hilbert space X are usually studied via their resolvents
which are firmly nonexpansive and so, in particular, strongly nonexpansive which is crucially used in many
asymptotic regularity and convergence results for important algorithms in convex optimization such as forms of
the Proximal Point Algorithm. In the case of more general classes of Banach spaces X, where monotone oper-
ators have as values subsets of the dual space X∗, the usual notions of resolvent and metric projection are not
even nonexpansive. Replacing the norm by the so-called Bregman distance Df (which is not a metric) one ob-
tains that suitable concepts of resolvent and (Bregman) projection are firmly nonexpansive and (quasi-)strongly
nonexpansive w.r.t. this concept of distance. This makes it possible to extend many algorithms approximating
e.g. zeros of monotone operators from the Hilbert space setting to Banach spaces.

In this paper we develop the theory of Bregman strongly nonexpansive operators for uniformly Fréchet dif-
ferentiable Legendre functions f for the first time from a quantitative point of view, taking the situation of
(quasi-)strongly nonexpansive operators in the ordinary metric setting as studied quantitatively in [27] by the
second author as a point of departure.

In addition to constructing effective rates of asymptotic regularity for Picard iterations of Bregman strongly
nonexpansive mappings and of the cyclic projection method for Bregman projections we also study strongly
convergent Halpern-type iterations of Bregman strongly nonexpansive mappings and, in particular, provide
explicit rates of asymptotic regularity and metastability (in the sense of T. Tao [60, 61]) for (an extension to
sequences of mappings of) the main strong convergence result in [58] which - as special instantiations - yields
such rates for a Halpern-type Proximal Point Algorithm, Halpern-type variants of the method of cyclic Breg-
man projections, of an algorithm for approximating common zeros of finitely many monotone operators as well
as forms of Tikhonov-Mann iterations. Finally, we even derive a full rate of convergence for the asymptotic
regularity of a certain Halpern-type proximal point algorithm.

Our proofs have been found using the logic-based methodology of proof mining (see [26, 28, 29]), in particular
using the recent work [44] of the first author that for the first time provided a treatment in the context of proof
mining for the dual space of a Banach space as well as various notions surrounding convex functions, their
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gradients and conjugates in Banach spaces. However, as common in the context of applications arising from
proof mining, the results in this paper are presented in a way which does not refer to any facts from logic
which, however, were instrumental in determining the various moduli in which the aforementioned rates are
given. These moduli provide quantitative forms of the basic assumptions on the underlying convex function, its
gradient and the Bregman strongly nonexpansive mappings in question. With these data, other assumptions
such as e.g. the reflexivity of X become redundant and weak convergence arguments can be circumvented. In
this way, the framework presented here is also amenable to metric generalizations such as hyperbolic spaces
which was crucially exploited in the recent work by the first author [45]. In particular, the results contained in
this paper together with this potential for generalizations show not only that the theory of Bregman distances
and their applications to nonlinear analysis is a viable and promising new area for proof mining but also show
the applicability of the approach for extending proof mining to these areas as recently proposed in [44].

2. Preliminaries

In this section, we discuss the basic notions surrounding convex functions, their gradients and their corre-
sponding Bregman distances. For further expositions about convex analysis in Banach or Hilbert spaces, we
refer to the standard works [4, 54, 56, 66].

2.1. Convex functions and differentiability. Throughout, let X be a real Banach space with norm ‖·‖ and
let f : X → (−∞,+∞] be a given function with extended real values. In the following, we will assume that

(1) f is proper, i.e.

domf := {x ∈ X | f(x) < +∞} 6= ∅,
(2) f is lower-semicontinuous, i.e.

∀x ∈ domf ∀y < f(x) ∃δ > 0 ∀z ∈ Bδ(x) (f(z) > y) ,

(3) f is convex, i.e.

∀x, y ∈ domf ∀λ ∈ [0, 1] (f (λx+ (1− λ) y) ≤ λf(x) + (1− λ) f(y)) .

In this work, we will only consider functions f which are also differentiable. For that, we consider the
following notions:

Definition 2.1 (Gâteaux and Fréchet differentiability). A function f is called Gâteaux differentiable at x if
there exists an element ∇f(x) ∈ X∗ such that

lim
t→0

f(x+ ty)− f(x)

t
= 〈y,∇f(x)〉

for any y. It is called Gâteaux differentiable if it is Gâteaux differentiable at every x ∈ intdomf . Further, f
is called Fréchet differentiable if this limit is uniform in ‖y‖ = 1 and uniformly Fréchet differentiable on a set
C ⊆ X if this limit is also uniform in x ∈ C.

In most cases, we will assume that the Fréchet derivative is uniformly norm-to-norm continuous on bounded
sets. By a result due to Reich and Sabach, this is the case if f is uniformly Fréchet differentiable on bounded
sets:

Proposition 2.2 ([48]). Let X be reflexive. If f is uniformly Fréchet differentiable and bounded on bounded
sets, then ∇f is uniformly norm-to-norm continuous on bounded sets.

The main object instigating duality theory for convex functions is the Fenchel conjugate as introduced in
[22] (see also [10, 53]).

Definition 2.3. Given f , define f∗ : X∗ → (−∞,+∞] by

f∗(x∗) := sup
x∈X

(〈x, x∗〉 − f(x)) .

It is immediate from the definition that f∗ satisfies the so-called Fenchel-Young inequality: for any x ∈ X
and any x∗ ∈ X∗, it holds that

f(x) + f∗(x∗) ≥ 〈x, x∗〉.
There now is a plethora of correspondence results for the pair of functions f and f∗. Crucial for this paper,

the assumption of f∗ being bounded on bounded sets relates to coercivity properties of f through the following
result.
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Proposition 2.4 ([2]). Call f supercoercive (or strongly coercive) if

lim
‖x‖→+∞

f(x)

‖x‖
= +∞.

Then, the following are equivalent:

(1) f is supercoercive.
(2) f∗ is bounded on bounded subsets.

In particular, both imply that domf∗ = X∗.

In all iterations studied later, we will be interested in functions f where both f and f∗ are differentiable.
This relates to the influential notion of a function being Legendre for which we recall the following definition:

Definition 2.5 ([2]). A function f is called:

(1) essentially smooth if ∂f is locally bounded and single-valued on its domain,
(2) essentially strictly convex if (∂f)−1 is locally bounded and f is strictly convex on every convex subset

of dom∂f ,
(3) Legendre if it is both essentially smooth and essentially strictly convex.

Over reflexive spaces, being Legendre can be recognized as requiring the differentiability of a function and
its conjugate in the following sense:

Proposition 2.6 (essentially [2], see Theorem 5.4 and 5.6 therein). If X is reflexive, then f is Legendre if, and
only if

(1) It holds that intdomf 6= ∅, that f is Gâteaux differentiable on intdomf , and dom∇f = intdomf .
(2) It holds that intdomf∗ 6= ∅, that f∗ is Gâteaux differentiable on intdomf∗, and dom∇f∗ = intdomf∗.

Further, if f is Legendre, then ∇f is a bijection with ran∇f = dom∇f∗, ran∇f∗ = dom∇f = intdomf and

∇f = (∇f∗)−1.

Remark 2.7. While reflexivity features as a key assumption in the above lemma, if further differentiability
assumptions are made regarding f and f∗ then reflexivity is an inherent property in that context. Concretely,
by a result of Borwein and Vanderwerff [7], any space where f and f∗ are Fréchet differentiable, f is continuous
and domf∗ = X∗ is already reflexive and it follows from results by Borwein, Guirao, Hájek and Vanderwerff [6]
that if f and f∗ are uniformly Fréchet differentiable and domf∗ = X∗, then X is even superreflexive.

2.2. Bregman distances. The fundamental notion of distance in this work is that of the influential Bregman
distance:

Definition 2.8 ([9]). Let f be Gâteaux differentiable. The Bregman distance associated with f is the function
Df : domf × intdomf → [0,+∞) which is defined as follows:

Df (x, y) := f(x)− f(y)− 〈x− y,∇f(y)〉.

Crucial for many proofs involving the Bregman distance is the use of the following dual function Wf :
domf × domf∗ → [0,+∞) defined by

Wf (x, x∗) := f(x)− 〈x, x∗〉+ f∗(x∗)

which often provides a medium through which Df is studied (see e.g. [37, 38]). If f : X → R is Legendre and
supercoercive and if X is reflexive, one in particular has that

Wf (x,∇f(y)) = Df (x, y)

for all x, y ∈ X as well as that Wf is convex in its right argument and satisfies the inequality

Wf (x, x∗) ≤Wf (x, x∗ + y∗)− 〈∇f∗(x∗)− x, y∗〉

for any x ∈ X and any x∗, y∗ ∈ X∗ (see [33]).

Lastly, we want to mention the following so-called three and four point identities for Df :

Lemma 2.9 (folklore, see e.g. [50]). The following inequalities are true for all x, y, z, w ∈ intdomf :

(1) Df (x, y) +Df (y, z)−Df (x, z) = 〈x− y,∇f(z)−∇f(y)〉.
(2) Df (y, x)−Df (y, z)−Df (w, x) +Df (w, z) = 〈y − w,∇f(z)−∇f(x)〉.



4 NICHOLAS PISCHKE AND ULRICH KOHLENBACH

3. Gradients, Bregman distances and their quantitative properties

Throughout this paper, if not indicated otherwise, we will now assume that f and f∗ are total (i.e. domf = X
and domf∗ = X∗) and that both are Fréchet differentiable everywhere with gradients ∇f and ∇f∗ (and so -
by Remark 2.7 - X will be reflexive).

3.1. Quantitative properties of gradients.

Definition 3.1. We say that a function ω∇f : (0,∞)2 → (0,∞) is a modulus of uniform continuity on bounded
sets for ∇f if for any ε, b > 0 and any x, y ∈ Bb(0):

‖x− y‖ < ω∇f (ε, b)→ ‖∇f(x)−∇f(y)‖ < ε.

Using such a modulus, we can derive quantitative witnesses for various central properties of ∇f and f :

Lemma 3.2. Assume that ∇f is uniformly continuous on bounded subsets with a modulus ω∇f . Then:

(1) f is uniformly Fréchet differentiable on bounded subsets with modulus

∆(ε, b) := min{ω∇f (ε, b+ 1), 1},

i.e. for all b, ε > 0 and all x ∈ Bb(0), y ∈ X:

0 < ‖y‖ < ∆(ε, b)→ |f(x+ y)− f(x)− 〈y,∇f(x)〉|
‖y‖

< ε.

(2) ∇f is bounded on bounded subsets with modulus

C(b) :=
⌈
b/ω∇f (1, b)

⌉
+ ‖∇f(0)‖+ 1,

i.e. for all b > 0 and all x ∈ Bb(0):

‖∇f(x)‖ ≤ C(b).

(3) f is uniformly continuous on bounded subsets with modulus

ωf (ε, b) :=
ε

C(b)
,

i.e. for all ε, b > 0 and all x, y ∈ Bb(0):

‖x− y‖ < ωf (ε, b)→ |f(x)− f(y)| < ε,

where C is any modulus witnessing that ∇f is bounded on bounded subsets.
(4) f is bounded on bounded sets with modulus

D(b) :=
⌈
b/ωf (1, b)

⌉
+ |f(0)|+ 1,

i.e. for all b > 0 and all x ∈ Bb(0):

|f(x)| ≤ D(b),

where ωf is any modulus witnessing that f is uniformly continuous on bounded subsets.

For a proof (formulated with errors of the form 2−k instead of ε), see e.g. [44].

Similar results of course also hold for the conjugate f∗ if we assume a modulus of uniform continuity on
bounded sets for the respective gradient ∇f∗.

If f is Fréchet differentiable, then the associated Bregman-distance is continuous in both arguments and by
analyzing the corresponding proof, we can extract a transformation that turns a modulus for the (uniform)
continuity of the gradient of f into a modulus for the (uniform) continuity of the associated Bregman-distance.
This is collected in the following lemma:

Lemma 3.3. Assume that ∇f is uniformly continuous on bounded subsets with a modulus ω∇f . Let C be a
modulus for ∇f being bounded on bounded sets.1

1As shown in the previous Lemma 3.2, such a C can actually be constructed from ω∇f . We however throughout work with a
given C as a black box so that the contributions of the different types of moduli are highlighted.
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(1) For any ε, b > 0 and any x, y, y′ ∈ Bb(0):

‖y − y′‖ < ξ(ε, b)→ |Df (x, y)−Df (x, y′)| < ε

where ξ : (0,∞)2 → (0,∞) can be explicitly given by

ξ(ε, b) := min

{
ε

4C(b)
, ω∇f

( ε
4b
, b
)}

.

(2) For any ε, b > 0 and any x, x′, y ∈ Bb(0):

‖x− x′‖ < ξ′(ε, b)→ |Df (x, y)−Df (x′, y)| < ε

where ξ′ : (0,∞)2 → (0,∞) can be explicitly given by

ξ′(ε, b) :=
ε

2C(b)
.

Proof. For item (1), note that we have

|〈y,∇fy〉 − 〈y′,∇fy′〉| ≤ ‖∇fy‖ ‖y − y′‖+ ‖y′‖ ‖∇fy −∇fy′‖ .
Using that, we derive

|Df (x, y)−Df (x, y′)| ≤ |f(y)− f(y′)|+ ‖x‖ ‖∇fy −∇fy′‖+ ‖∇fy‖ ‖y − y′‖+ ‖y′‖ ‖∇fy −∇fy′‖ .
This yields the claim by the definition of ξ as by Lemma 3.2, we have that ε/4C(b) = ωf (ε/4, b) for a suitably
defined modulus ωf for f being uniformly continuous on bounded sets.

For item (2), note that

|Df (x, y)−Df (x′, y)| ≤ |f(x)− f(x′)|+ ‖x− x′‖ ‖∇f(y)‖
and this yields the claim by the definition of ξ′ as by Lemma 3.2, we again have that ε/2C(b) = ωf (ε/2, b) for
a suitably defined modulus ωf for f being uniformly continuous on bounded sets. �

An assumption that is later used in the context of Halpern-type iterations is that f is uniformly strictly
convex on bounded subsets in the sense of [16], i.e.

∀ε, b > 0 ∃δ > 0 ∀x, y ∈ X
(
‖x‖ , ‖y‖ ≤ b ∧ ‖x− y‖ ≥ ε→

(
f

(
x+ y

2

)
≤ 1

2
f(x) +

1

2
f(y)− δ

))
.

In the following, we will occasionally assume a modulus of uniform strict convexity η : (0,∞)2 → (0,∞) for
f , i.e. an η witnessing the above quantifier ∃δ > 0 in terms of ε and b. By the equivalent characterization of
strictly convex functions f as those where ∇f is strictly monotone, we can translate such a modulus of uniform
strict convexity into a modulus witnessing the ‘uniform strict monotonicity’ of ∇f , i.e. an η̂ : (0,∞)2 → (0,∞)
witnessing δ in terms of ε, b in the following condition:

∀ε, b > 0 ∃δ > 0 ∀x, y ∈ X(‖x‖ , ‖y‖ ≤ b ∧ ‖x− y‖ ≥ ε→ (〈x− y,∇fx−∇fy〉 ≥ δ)).
This is collected in the following lemma.

Lemma 3.4. Let η(ε, b) be a modulus of uniform strict convexity for f . Then η̂(ε, b) = 4η(ε, b) is a modulus of
uniform strict monotonicity for ∇f .

Proof. Note that we have

f

(
x+ y

2

)
≤ 1/2f(y) + 1/2f(x)− η(ε, b) = f(x) + 1/2(f(y)− f(x))− η(ε, b)

if ‖x− y‖ ≥ ε as η is a modulus of uniform strict convexity of f . As ∇fw is a subgradient of f at w, we have

〈z,∇fw〉 ≤ inf
α>0

f(w + αz)− f(w)

α
,

for all w, z and from this we get 〈y − x,∇fx〉 ≤ f(y) − f(x) − 2η(ε, b). Similarly, we get 〈x − y,∇fy〉 ≤
f(x) − f(y) − 2η(ε, b) and this implies 〈x − y,∇fy −∇fx〉 ≤ −4η(ε, b) which gives that η̂(ε, b) = 4η(ε, b) is a
modulus of uniform strict monotonicity of ∇f . �

Conversely, also from a modulus η̂ for the uniform strict monotonicity we can construct a modulus η for the
uniform strict convexity but we omit this other direction as, for one, this construction is rather messy and, for
another, the one direction presented above suffices to justify that such an η̂ exists in the context of the central
assumptions featured in the convergence results later on.
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3.2. Sequential consistency and total convexity. Another central assumption featuring in the convergence
results later on is that of the total convexity of f which we want to discuss in the following. For this, we briefly
only assume that f : X → (−∞,+∞] is proper, lower-semicontinuous and convex.

Definition 3.5 (see e.g. [14]). Given a function f , define its modulus of total convexity vf : intdomf×[0,+∞)→
[0,+∞] by

vf (x, t) := inf{Df (y, x) | y ∈ domf, ‖y − x‖ = t}.
The function f is called totally convex at a point x ∈ intdomf if vf (x, t) > 0 whenever t > 0. It is called totally
convex if it is totally convex at every point. Lastly, we call f totally convex on bounded sets if

vf (B, t) := inf{vf (x, t) | x ∈ B ∩ intdomf} > 0

for any t > 0 and for any nonempty bounded set B ⊆ X.

This notion is intimately connected with the so-called sequential consistency for the function f :

Definition 3.6 ([16]). A function f is called sequentially consistent if for all bounded sequences (xn) and (yn)
in intdomf :

Df (xn, yn)→ 0 (n→∞) implies ‖xn − yn‖ → 0 (n→∞).

Concretely, the main result connecting total convexity and sequential consistency is now the following:

Lemma 3.7 ([14]). A proper, lower-semicontinuous and convex function f : X → (−∞,+∞] whose domain
contains at least two points is totally convex on bounded sets if, and only if, it is sequentially consistent.

In the following, we will rely on a modulus witnessing the sequential consistency of a function quantitatively.
To motivate this, we move to another equivalent way of formulating sequential consistency (which is somewhat
in spirit of e.g. Proposition 2.5 of [16], see also [51]). For the following, let f now again be total and Fréchet
differentiable everywhere like in the previous standing assumptions.

Lemma 3.8. A function f is sequentially consistent if, and only if, for all b > 0 and ε > 0, there exists a δ > 0
such that

(+) ∀x, y ∈ X (‖x‖ , ‖y‖ ≤ b ∧Df (x, y) < δ → ‖x− y‖ < ε) .

Proof. For sufficiency, consider arbitrary sequences (xn), (yn) with ‖xn‖ , ‖yn‖ ≤ b for some b > 0 and assume
that limDf (xn, yn) = 0. Let ε > 0 be given. By (+), there is a δ such that

(++) ∀m ∈ N (Df (xm, ym) < δ → ‖xm − ym‖ < ε) .

Then, by limDf (xn, yn) = 0 there exists N ∈ N such that ∀m ≥ N (Df (xm, ym) < δ), which by (++) entails
that ‖xm − ym‖ < ε, for all m ≥ N . This means that lim ‖xn − yn‖ = 0, and we conclude the sequential
consistency of f .

For necessity, suppose that (+) fails. Then for some ε > 0 and b > 0, we have

∀n ∈ N ∃xn, yn ∈ X
(
‖xn‖ , ‖yn‖ ≤ b ∧Df (xn, yn) <

1

n+ 1
∧ ‖xn − yn‖ ≥ ε

)
.

Then in particular Df (xn, yn) < 1
n+1 for all n ∈ N which entails that limDf (xn, yn) = 0. However ‖xn − yn‖

is bounded away from zero by ε, and so f can not be sequentially consistent as xn and yn are bounded. �

Definition 3.9. Let f be sequentially consistent. A modulus of consistency for f is a function ρ : (0,∞)2 →
(0,∞) such that for all b ∈ N and ε > 0:

∀x, y ∈ X (‖x‖ , ‖y‖ ≤ b ∧Df (x, y) < ρ(ε, b)→ ‖x− y‖ < ε) .

By the above result, a function f is sequentially consistent if, and only if, it has a modulus of consistency.

We call a modulus of this type but for the converse implication, i.e. translating errors for the metric distance
into errors for the Bregman distance, a modulus of reverse consistency. Further, such a modulus can actually
be computed from a modulus of ∇f being bounded on bounded sets.

Lemma 3.10. Let ∇f be bounded on bounded sets with a modulus C. Then for all ε > 0 and b > 0:

∀x, y ∈ X (‖x‖ , ‖y‖ ≤ b ∧ ‖x− y‖ < P (ε, b)→ Df (x, y) < ε)

where P (ε, b) can be given in terms of C via P (ε, b) := ε/2C(b).
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Proof. By Lemma 3.2, we have that ωf (ε, b) = ε/C(b) is a modulus of uniform continuity for f on bounded
sets. So for ‖x− y‖ < P (ε, b) = ωf (ε/2, b), we have f(x)− f(y) < ε/2 and thus

Df (x, y) = f(x)− f(y)− 〈x− y,∇f(y)〉 < ε/2 + ‖x− y‖ ‖∇f(y)‖ ≤ ε/2 + ‖x− y‖C(b) < ε

which is the claim. �

We want to note that the collection of such a modulus P together with a modulus of consistency ρ are called
moduli of consistency in [43]. In particular, as discussed in [43], these moduli can be used to derive a so-called
modulus of weak triangularity for Df , i.e. a function θ : (0,∞)2 → (0,∞) such that2

∀ε, b > 0 ∀x, y, z ∈ X (‖x‖ , ‖y‖ , ‖z‖ ≤ b ∧Df (y, x), Df (y, z) < θ(ε, b)→ Df (x, z) < ε) .

In other words, θ witnesses that although the triangle inequality is not valid for Df , it locally behaves similar
to a distance function with a triangle inequality. To derive such a θ from a given ρ and P as above, set

θ(ε, b) = ρ(P (ε, b)/2, b).

Then, if Df (y, x), D(y, z) < θ(ε, b) for ‖x‖ , ‖y‖ , ‖z‖ ≤ b, we have ‖x− y‖ , ‖z − y‖ < P (ε, b)/2 using the
properties of ρ. This implies ‖x− z‖ < P (ε, b) by triangle inequality of ‖·‖. So, using the properties of P , this
yields Df (x, z) < ε.

Remark 3.11. Note that in the presence of such moduli ρ and P , all moduli introduced later that depend on
measuring a distance ‖x− y‖ in the premise or conclusion could be translated into moduli that depend on
measuring the distance Df (x, y).

Besides sequential consistency, being totally convex on bounded sets can be further recognized to be equivalent
to another well-known convexity property for f already mentioned before, at least in the context of the standing
assumptions of this paper.

Lemma 3.12 (essentially [16, Theorem 2.10]). Let f : X → R be Fréchet differentiable and let ∇f be uniformly
continuous on bounded sets. Then f is totally convex on bounded sets if, and only if, f is uniformly strictly
convex on bounded sets.

In that vein, the following remark shortly discusses the relationship between the modulus of consistency and
the previous modulus of uniform strict convexity together with other convexity moduli from the literature.

Remark 3.13. Note that it can be easily shown that ρ is a modulus of consistency if

vf (Bb(0), t) ≥ ρ(t, b)

for any t, b > 0 (using e.g. Proposition 2.1 from [16]) and conversely, if ρ is a modulus of consistency, then
vf (Bb(0), t) ≥ ρ(t, b + t) for any t, b > 0. In that way, moduli of consistency as defined in this paper actually
immediately witness the total convexity of the function f .

Further, define the modulus of uniform convexity µf (x, t) as in [62] (see also [15, 65]), i.e.

µf (x, t) := inf

{
λf(x) + (1− λ)f(y)− f(λx+ (1− λ)y)

λ(1− λ)
| y ∈ X, ‖y − x‖ = t, λ ∈ (0, 1)

}
and write

µf (B, t) := inf{µf (x, t) | x ∈ B}
for a given set B ⊆ X similar as with vf . Similarly define

µf (x, t) := inf

{
f(x) + f(y)− 2f

(
x+ y

2

)
| y ∈ X, ‖y − x‖ = t

}
as in [14] (see also [15]). Then as shown in [15], we have

µf (x, t) ≥ µf (x, t) ≥ 1

2
µf (x, t)

for any x ∈ X and t ≥ 0 as well as vf (x, t) ≥ µf (x, t) for any x ∈ X and t > 0 as shown in [14, Proposition
1.2.5]. Now, it is also immediate that η is a modulus of uniform strict convexity of f as defined above if

1

2
µf (Bb(0), t) ≥ η(t, b)

2Actually, this notion is introduced in a slightly different manner in [43] but this will not matter in this work.
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for any t, b > 0 where µf (B, t), given a set B ⊆ X, is defined similarly as µf (B, t). Conversely, if η is a modulus

of uniform strict convexity, then µf (Bb(0), t) ≥ 2η(t, b + t) for any t, b > 0. Thus any modulus η of uniform
strict convexity of f induces a modulus of consistency and thus witnesses the total convexity of f .

Conversely, as follows from the above Lemmas 3.7 and 3.12, if f is Fréchet differentiable with a gradient that
is uniformly continuous on bounded sets, then f being sequentially consistent implies f being uniformly strictly
convex on bounded sets. As shown in [15], both of these items are further equivalent to f∗ being uniformly
Fréchet differentiable (and thus to ∇f∗ being uniformly continuous on bounded sets if f is also supercoercive
by Propositions 2.2 and 2.4).

3.3. Boundedness properties of the Bregman distance. As is well-known, the distances Df in general
have very weak properties. In particular, a sequence (xn) such that Df (xn, y) is bounded for some y is not
necessarily bounded itself. In that way, it is thus a common requirement in the context of Bregman distances
to require that the level sets

L1(y, α) := {x ∈ X | Df (x, y) ≤ α}, L2(x, α) := {y ∈ X | Df (x, y) ≤ α},
are bounded for every α > 0 and x, y ∈ X. In particular, this condition features in the list of conditions
exhibited by Eckstein in [21] and by Butnariu and Iusem in [14] regarding Bregman functions and a stronger
requirement of these sets being compact already featured in Bregman’s seminal work [9] for the conditions
imposed on his general distances D.

As shown in [14], in the case that L2(x, α) is bounded for all x and α and if f is additionally sequentially
consistent, then L1(y, α) is likewise bounded. Further, as shown in [2] (see Lemma 7.3 therein), if f is superco-
ercive in a reflexive Banach space, then L2(x, α) is bounded for any α, which is thus guaranteed in essentially
all situations in this paper.

In the following, we will rely on so-called moduli of boundedness for Df that witness a uniform quantitative
version of the boundedness of L2. Concretely, by a modulus of boundedness for Df we will mean a function
o : (0,∞)2 → (0,∞) such that

∀x, y ∈ X ∀α, b > 0 (‖x‖ ≤ b ∧Df (x, y) ≤ α→ ‖y‖ ≤ o(α, b)) .
We call Df uniformly bounded if such a modulus exists.

Remark 3.14. Such a modulus of boundedness for Df actually exists under certain additional assumptions
and in fact can be constructed from respective moduli witnessing these assumptions. Assume that f , ∇f∗ are
bounded on bounded sets with moduli D,F (which can be constructed from moduli of uniform continuity for
∇f , ∇f∗, respectively, using Lemma 3.2). Now, note that using the Fenchel-Moreau theorem, it holds that
f = f∗∗ and so, as f is bounded on bounded sets, we get that f∗ is supercoercive by Proposition 2.4. Let
αf
∗
(K) be a modulus for that, i.e.

‖x∗‖ > αf
∗
(K) implies f∗(x∗)/ ‖x∗‖ ≥ K

for any x∗ ∈ X∗ and K > 0. Then also f∗(x∗) − 〈x, x∗〉 is supercoercive with a modulus αf
∗
(K + b) where

b ≥ ‖x‖. Then, if ‖x‖ ≤ b and Df (x, y) ≤ α, since Df (x, y) = Wf (x,∇fy) = f(x) + f∗(∇fy) − 〈x,∇fy〉, we
get that

f∗(∇fy)− 〈x,∇fy〉 = Df (x, y)− f(x) ≤ α+D(b).

Thus ‖∇fy‖ ≤ max{αf∗(α+D(b) + b+ 1), 1} and thus

‖y‖ ≤ F (max{αf
∗
(α+D(b) + b+ 1), 1}).

This gives a modulus o(α, b) as above.

4. Bregman strongly nonexpansive mappings and related notions

The main notion of mapping considered in this paper will be that of a Bregman strongly nonexpansive map-
ping as introduced in [17, 47].

Let T : X → X be a mapping. We say that a point p ∈ X is an asymptotic fixed point of T if there is a

sequence (xn) which converges weakly to p and satisfies limn→∞ ‖xn − Txn‖ = 0. We write F̂ (T ) for the set of
all such asymptotic fixed points and F (T ) for the set of ordinary fixed points of T .

Definition 4.1. A map T : X → X is called
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(1) Bregman nonexpansive (see [38]) if

Df (Tx, Ty) ≤ Df (x, y)

for any x, y ∈ X,
(2) Bregman quasi-nonexpansive (see [36, 38]) if

Df (p, Tx) ≤ Df (p, x)

for any x ∈ X and p ∈ F̂ (T ),
(3) Bregman strongly nonexpansive (see [17, 47]) if

Df (p, Tx) ≤ Df (p, x)

for any x ∈ X, p ∈ F̂ (T ) and if additionally

lim
n→∞

(Df (p, xn)−Df (p, Txn)) = 0→ lim
n→∞

Df (Txn, xn) = 0

for any bounded sequence (xn) ⊆ X and any p ∈ F̂ (T ),
(4) Bregman firmly nonexpansive (see e.g. [3]) if

〈Tx− Ty,∇fTx−∇fTy〉 ≤ 〈Tx− Ty,∇fx−∇fy〉
for all x, y ∈ X.

It is rather immediate to see that being Bregman firmly nonexpansive implies being Bregman strongly nonex-
pansive (see also Lemma 4.9 later) and it is clear that any Bregman strongly nonexpansive mapping is Bregman
quasi-nonexpansive.

We want to note that the above notion of Bregman strongly nonexpansive operators is called strictly left
Bregman strongly nonexpansive in other parts of the literature (see in particular [37]) since the fixed points

occur in the left argument of the Bregman distance and since we used F̂ (T ). If F (T ) = F̂ (T ) is further assumed,
then the resulting notion is called fully left Bregman strongly nonexpansive in these parts of the literature. Note
also that Bregman firmly nonexpansive maps are called D-firm in [3] and ∇f firmly nonexpansive in [5].

Fundamental for the quantitative results discussed later for iterations involving such mappings are moduli
which quantitatively witness the defining properties of Bregman strongly nonexpansive mappings. The whole
approach taken here in regard to quantitative moduli witnessing the Bregman strongly nonexpansiveness is mod-
eled after the work of the second author [27] for ‘ordinary’ quasi-nonexpansive functions. In these quantitative
moduli, it will always be F (T ) that we use when deriving the moduli which results e.g. in the fact that instead

of full fixed points, these moduli will concern approximate fixed points. If it is presumed that F̂ (T ) = F (T )
and if this assumption features crucially in a given proof, then a uniform quantitative version of this fact will
feature necessarily in its analysis (see the discussion before Theorem 4.15 for this uniform quantitative version).

Definition 4.2. A function ω : (0,∞)2 → (0,∞) such that

∀ε, b > 0 ∀p ∈ F (T ) ∩Bb(0) ∀x ∈ Bb(0) (Df (p, x)−Df (p, Tx) < ω(ε, b)→ Df (Tx, x) < ε)

is called a BSNE-modulus of T .

If we are given a specific element p ∈ F (T ), we will later say that a function ω : (0,∞)2 → (0,∞) is a
BSNE-modulus w.r.t. p if

∀ε, b > 0 ∀x ∈ Bb(0) (Df (p, x)−Df (p, Tx) < ω(ε, b)→ Df (Tx, x) < ε)

holds for that specific p.

We will later be concerned with a stronger type of modulus which only requires p to be a sufficiently good
approximate fixed point.

Definition 4.3. A function ω : (0,∞)2 → (0,∞) is called a strong BSNE-modulus of T if

∀ε, b > 0 ∀x, p ∈ X (‖p‖ , ‖x‖ ≤ b ∧ ‖Tp− p‖ < ω(ε, b) ∧Df (p, x)−Df (p, Tx) < ω(ε, b)→ Df (Tx, x) < ε) .

We say that T is uniformly Bregman strongly nonexpansive if it has such a modulus.

Clearly, a strong BSNE-modulus is also an ordinary BSNE-modulus.
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Remark 4.4 (For logicians). In the context of the nonstandard uniform boundedness principle ∃-UBX (see [25]),
which can be conservatively (for statements of the logical form required) added to the systems used in the
general logical metatheorems of proof mining as in [26, 28, 44], Bregman strong nonexpansivity implies uniform
Bregman strong nonexpansivity. It, moreover, follows that even from a (potentially noneffective) proof of the
weaker property, a kind of strict Bregman quasi-nonexpansivity,

∀x, p ∈ X (Tp = p ∧Df (p, x)−Df (p, Tx) ≤ 0→ Df (Tx, x) = 0) ,

in such a formal system, an explicit and effective strong BSNE-modulus can be extracted. A concrete example
for this is presented in Lemma 4.9 below. Note the strong similarity of these circumstances to that of the moduli
for the ordinary strong nonexpansivity and their extractibility already from proofs of strict nonexpansivity as
discussed in [27].

From the following lemma, we get that a uniformly Bregman strongly nonexpansive map T is in particular

Bregman strongly nonexpansive whenever F̂ (T ) = F (T ).

Lemma 4.5. Let f be such that Df satisfies Df (x, y) = 0 ↔ ‖x− y‖ = 0 for any x, y ∈ X.3 Let T : X → X

be given. If T satisfies that for any ε, b > 0 there exists a δ > 0 such that for any p ∈ Bb(0) with ‖p− Tp‖ < δ
and any x ∈ Bb(0):

Df (p, x)−Df (p, Tx) < δ → Df (Tx, x) < ε

and if F̂ (T ) = F (T ), then T is Bregman strongly nonexpansive.

The proof is rather immediate and we hence omit it.

If Df is uniformly bounded with a modulus of boundedness o as introduced in Section 3.3, then any Bregman
quasi-nonexpansive map T with a nonempty fixed point set is bounded on bounded sets and we can also construct
a witness for that in the following sense:

Lemma 4.6. Let T be Bregman quasi-nonexpansive and let p0 ∈ F (T ) 6= ∅. Let ∇f , f be bounded on bounded
sets with moduli C, D, respectively. Let o be a modulus of boundedness for Df .

Then T is bounded on bounded sets with

‖Tx‖ ≤ E(b) := o(2D(b) + 2bC(b), b)

for b ≥ ‖x‖ , ‖p0‖.

Proof. Note that Df (p0, Tx) ≤ Df (p0, x) as T is Bregman quasi-nonexpansive and thus

Df (p0, Tx) ≤ |f(p0)|+ |f(x)|+ |〈p0 − x,∇f(x)〉| ≤ 2D(b) + 2bC(b)

from which the claim follows using the properties of o. �

Conceptually, these strong BSNE-moduli are related to the notion of ‘quantitative quasiness’ as discussed
in [57] and, from such a strong BSNE-modulus, one can in particular derive a modulus ω′ : (0,∞)2 → (0,∞)
which satisfies

∀ε, b > 0 ∀x, p ∈ X (‖p‖ , ‖x‖ ≤ b ∧ ‖Tp− p‖ < ω′(ε, b)→ Df (p, Tx)−Df (p, x) < ε) .

This is collected in the following lemma:

Lemma 4.7. Let ξ be a modulus of uniform continuity on bounded sets for Df in its second argument and let
ρ be a modulus of consistency for f . Let E be a modulus for T being bounded on bounded sets and let ω be a
strong BSNE-modulus for T .

Then there exists an ω′ such that

∀ε, b > 0 ∀x, p ∈ X (‖p‖ , ‖x‖ ≤ b ∧ ‖Tp− p‖ < ω′(ε, b)→ Df (p, Tx)−Df (p, x) < ε) .

which can be moreover constructed as

ω′(ε, b) := ω(ρ(ξ(ε, b̂), b̂), b)

where b̂ := max{b, E(b)}.

Proof. If Df (p, Tx) − Df (p, x) ≤ 0, then the claim holds trivially. So suppose Df (p, Tx) − Df (p, x) > 0.

Then trivially Df (p, x) − Df (p, Tx) < 0 < ω′(ε, b) which implies that Df (Tx, x) < ρ(ξ(ε, b̂), b̂). This yields

‖Tx− x‖ < ξ(ε, b̂). Thus, we in particular have that Df (p, Tx)−Df (p, x) < ε. �

3Naturally, this is the case if f is strictly convex.
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In the following, we will call such an ω′ a derived modulus of ω.

As mentioned above, any Bregman firmly nonexpansive map is Bregman strongly nonexpansive. From the
proof of this fact, we can immediately extract a (strong) BSNE-modulus for any Bregman firmly nonexpansive
map T . Crucial for this is the following equivalent characterization of Bregman firmly nonexpansive mappings:

Lemma 4.8 ([3]). A map T : X → X is Bregman firmly nonexpansive if, and only if,

Df (Tx, Ty) +Df (Ty, Tx) ≤ Df (Tx, y) +Df (Ty, x)−Df (Tx, x)−Df (Ty, y).

for all x, y ∈ X.

Lemma 4.9. Let T be a Bregman firmly nonexpansive map which is bounded on bounded sets with a modulus
E and let ξ, ξ′ be moduli that Df is uniformly continuous on bounded sets in its right and left argument,
respectively.

Then T is uniformly Bregman strongly nonexpansive with a strong BSNE-modulus ω defined by

ω(ε, b) := min{ξ(ε/4, b̂), ξ′(ε/4, b̂), ε/4}

where b̂ := max{b, E(b)}.
Further, one can choose ω(ε, b) := ε as a BSNE-modulus for any Bregman firmly nonexpansive T .

Proof. For the strong modulus, let x, p be given. Using Lemma 4.8 with y = p, we get

Df (Tx, Tp) +Df (Tp, Tx) ≤ Df (Tx, p) +Df (Tp, x)−Df (Tx, x).

Rearranging yields

Df (Tx, x) ≤ Df (Tx, p)−Df (Tx, Tp) +Df (Tp, x)−Df (Tp, Tx)

≤ (Df (Tx, p)−Df (Tx, Tp)) + (Df (Tp, x)−Df (p, x))

+ (Df (p, x)−Df (p, Tx)) + (Df (p, Tx)−Df (Tp, Tx)).

Thus if ‖p‖ , ‖x‖ ≤ b and ‖Tp− p‖ < ω(ε, b) as well as Df (p, x) − Df (p, Tx) < ω(ε, b) ≤ ε/4, then we get
Df (Tx, x) < ε.

For the ordinary BSNE-modulus, note that if p = Tp, then Lemma 4.8 with y = p even yields Df (p, Tx) ≤
Df (p, x)−Df (Tx, x) which is equivalent to Df (Tx, x) ≤ Df (p, x)−Df (p, Tx) which yields the given modulus.

�

Compare this BSNE-modulus in particular to the modulus extracted in [27] for ordinary (meaning in the
usual metric sense) strongly (quasi-)nonexpansive maps which even in the simple case of Hilbert spaces (where

the notions of firmly nonexpansive and Bregman firmly nonexpansive for f = ‖·‖2 /2 coincide) is quadratic in ε.
By taking a look at the above proof, this seems due to the fact even in the Hilbert case with the specific choice
f = ‖·‖2 /2, the distance Df fits closer to the notion of firmly nonexpansive maps and the quadratic increase
comes from converting from Df to the usual norm.

A concrete example for Bregman firmly nonexpansive mappings are the resolvents ResfA relative to f for a
given monotone operator A in Banach spaces. For this, we first recall the notion of monotone operators.

Definition 4.10 ([11, 12]). Let A : X → 2X
∗

be a set-valued operator. The operator A is called monotone if

〈x− y, x∗ − y∗〉 ≥ 0

for all (x, x∗), (y, y∗) ∈ A.
Further, A is called maximally monotone if its graph is not strictly contained in the graph of another monotone

operator.

The f -resolvents of A are then defined using ∇f :4

Definition 4.11 ([3, 21]). Let A : X → 2X
∗

be a set-valued operator. Given f , we define the resolvent of A

relative to f as the operator ResfA : X → 2X with

ResfA(x) :=
(
(∇f +A)−1 ◦ ∇f

)
(x).

4The idea of considering the above notion in general Banach spaces is due to [3] (where it was introduced under the name of D-

resolvents) but this notion of a resolvent relative to f was already considered by Eckstein in [21] in the context of finite-dimensional
spaces.
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The following properties are essential for the resolvent relative to f :

Proposition 4.12 ([3]). Let f : X → (−∞,+∞] be a function which is proper, convex, lower semicontinuous,
Gâteaux differentiable and strictly convex on intdomf and let A be a monotone operator such that intdomf ∩
domA 6= ∅. Then following statements hold:

(1) dom ResfA ⊆ intdomf and ran ResfA ⊆ intdomf ,

(2) ResfA is single-valued on its domain,

(3) F (ResfA) = intdomf ∩A−10,

(4) ResfA is Bregman firmly nonexpansive on its domain.

Further, the classical result for monotone operators in Hilbert spaces established by Minty [39] that maximal
monotonicity is equivalent to the totality of the resolvents extends to these resolvents relative to f under suitable
assumptions on f :

Proposition 4.13 ([5]). Let X be reflexive. Let A be monotone and assume that f : X → R is Gâteaux
differentiable, strictly convex and cofinite (i.e. domf∗ = X∗). Then A is maximal monotone if and only if
ran(A+∇f) = X∗.

As we will mostly consider a fixed operator A in the following, we introduce a more compact notation for

resolvents with real parameters in such a case: given γ > 0, we simply write Resfγ for ResfγA.

Important for the study of resolvents are their corresponding Yosida approximates defined by

Afγ(x) :=
1

γ

(
∇f(x)−∇fResfγ(x)

)
for a given γ > 0.

It follows essentially by the definitions of Resfγ and Afγ (see e.g. [49]) that we have (Resfγx,A
f
γx) ∈ A for any

γ > 0 and any x ∈ dom ResfA.

By the above results, as any Resfγ is Bregman firmly nonexpansive, all such resolvents for a maximal mono-
tone A have the same BSNE-modulus (and also the same strong BSNE-modulus if they are bounded on bounded
sets with a common modulus).

The resolvents relative to f also include Bregman projections (see [9]) as these can be considered to be special
resolvents: If C is a nonempty, closed and convex subset, we may define the indicator function

ιC(x) :=

{
0, if x ∈ C,
+∞, if x 6∈ C.

It is straightforward to see that this function is proper, lower-semicontinuous and convex. Therefore, the

subgradient ∂ιC is maximally monotone [52, 55]. The Bregman projection P fC is then defined as the resolvent

Resf∂ιC and in particular is Bregman firmly nonexpansive. Thus also here, the above moduli apply.

In general, already for Bregman firmly nonexpansive mappings, it is not immediately clear which (if any) form
of ordinary metric continuity such mappings inherit. However, if one assumes that ∇f is uniformly continuous
on bounded subsets as well as uniformly strictly monotone, then at least every Bregman firmly nonexpansive
map that is bounded on bounded sets (i.e., by the above lemma, in particular any such map with a fixed point)
is indeed uniformly continuous on bounded subsets.

Lemma 4.14. Let T be Bregman firmly nonexpansive and assume that T is bounded on bounded sets with
a modulus E. Assume that ∇f is uniformly continuous on bounded sets with a modulus ω∇f and that it is
uniformly strictly monotone with a modulus η, i.e.

∀ε, b > 0 ∀x, y ∈ X (‖x‖ , ‖y‖ ≤ b ∧ 〈x− y,∇fx−∇fy〉 < η(ε, b)→ ‖x− y‖ < ε) .

Then T is uniformly continuous on bounded sets with

∀ε, b > 0 ∀x, y ∈ Bb(0)
(
‖x− y‖ < ω∇f (η(ε, E(b))/2E(b), b)→ ‖Tx− Ty‖ < ε

)
.
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Proof. Let x, y be given with ‖x‖ , ‖y‖ ≤ b. As T is Bregman firmly nonexpansive, we get by definition that

〈Tx− Ty,∇fTx−∇fTy〉 ≤ 〈Tx− Ty,∇fx−∇fy〉
≤ ‖Tx− Ty‖ ‖∇fx−∇fy‖
≤ 2E(b) ‖∇fx−∇fy‖ .

In particular, if ‖x− y‖ < ω∇f (ε/2E(b), b), we have 〈Tx − Ty,∇fTx − ∇fTy〉 < ε and so the result follows
immediately using the properties of the modulus η. �

A crucial feature of strongly nonexpansive maps (in the usual sense) as compared to e.g. firmly nonexpansive
maps is that they are closed under composition. A similar result holds for Bregman strongly nonexpansive maps
as established in [37]. We now derive a quantitative variant that allows one to combine (strong) BSNE-moduli
for the factors into a (strong) BSNE-modulus for the composition. This result is similar to the corresponding
results for ‘ordinary’ (quasi)-strongly nonexpansive maps given in [27] (see Theorem 2.10 and Theorem 4.6
therein).

However, before we move to this result on moduli for compositions, we first consider a quantitative treatment
of the fact that fixed points of compositions of Bregman strongly nonexpansive operators are fixed points of the

factors (see e.g. Proposition 3.4 in [37]). This result, however, crucially relies on the fact that F̂ (T ) ⊆ F (T ) and

so here, we will have to rely on a quantitative treatment of this aspect. The inclusion F̂ (T ) ⊆ F (T ) concretely
expresses the closure property

∀x ∈ X, (xn) ⊆ X (‖xn − Txn‖ → 0 and xn → x (weakly) implies x = Tx)

of which the underlying logical methods used in this paper suggest the following uniform quantitative version
to be necessary in the analysis:

∀ε, b > 0 ∃κ > 0 ∀x, y ∈ X (‖x‖ , ‖y‖ ≤ b ∧ ‖y − Ty‖ , ‖y − x‖ < κ→ ‖x− Tx‖ < ε) .

We call a function κ(ε, b) that provides witness for such a κ in terms of ε, b a modulus of uniform closedness
for F (T ) (and we call F (T ) uniformly closed if such a modulus exists) as this kind of modulus is essentially
just a concrete instantiation of the moduli of uniform closedness considered in an abstract context in [31]. In
particular, we want to note that this modulus can from a logical perspective be recognized as a quantitative
form of a weak extensionality principle for T , namely

∀x, y (y = Ty ∧ x = y → x = Tx)

which has previously received attention in proof mining, in particular due to the fact that there are meaningful
classes of maps that posses such moduli of uniform closedness but fail to be uniformly continuous (as e.g. maps
satisfying Suzuki’s (E) condition [23, 59], see also the discussions in [28, 31]).

In the presence of such a modulus, we can now turn to the following quantitative result (which is anyhow
analogous to Proposition 4.15 from [27]):

Theorem 4.15. Let ξ be a modulus of uniform continuity on bounded subsets for Df in its second argument.
Let θ be a modulus of weak triangularity for Df . Let ρ be a modulus of consistency for f and let P be a
modulus for reverse consistency for f . Let T1, . . . , TN : X → X be Bregman strongly nonexpansive with a

(not necessarily strong) BSNE-modulus ω w.r.t. some common fixed point p ∈
⋂N
i=1 F (Ti). Let κ be a common

modulus of uniform closedness of F (T1), . . . , F (TN ).
Then for all ε > 0:

‖TN ◦ · · · ◦ T1x− x‖ < P (ϕ(ε, b,N), b)→
N∧
i=1

‖x− Tix‖ < ε

whenever b ≥ ‖x‖ , ‖p‖ and b ≥ ‖Tk ◦ · · · ◦ T1x‖ for 1 ≤ k ≤ N where ϕ(ε, b,N) := χb(N − 1, ε) and, given b,
χb : N× (0,∞)→ (0,∞) is defined by{

χb(0, ε) := min{ρ(κ(ε, b), b), ρ(ε, b)},
χb(n+ 1, ε) := min{ρ(ξ(ω(min{θ(χb(n, ε), b), ρ(κ(ε, b), b)}, b), b), b), χb(n, ε), θ(χb(n, ε), b)}.

In particular, if E is a common modulus for T1, . . . , TN being bounded on bounded sets, then above claim holds

for b ≥ ‖x‖ , ‖p‖ and P (ϕ(ε, b̂, N), b̂) with ϕ(ε, b,N) := χb̂(N − 1, ε) and where b̂ := max{b, E(b), . . . , E(N)(b)}.
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We refer to the appendix for a proof of this result.

We now turn to the following result on moduli for compositions of Bregman strongly nonexpansive maps
(which is modeled after Theorem 2.10 and Theorem 4.6 from [27]):

Theorem 4.16. Let ξ be a modulus of uniform continuity on bounded subsets for Df in its second argument.
Let θ be a modulus of weak triangularity for Df . Let ρ be a modulus of consistency for f and let P be a modulus
of reverse consistency. Let T1, . . . , Tn : X → X be uniformly Bregman strongly nonexpansive maps with strong
BSNE-moduli ω1, . . . , ωn and derived moduli ω′1, . . . , ω

′
n and assume that the Ti’s have a common fixed point.

Let κ be a common modulus of uniform closedness of F (T1), . . . , F (TN ).
Then T := Tn ◦ · · · ◦ T1 is uniformly Bregman strongly nonexpansive with modulus

ω(ε, b) := min
{
ω̂(ε, b)/2, P (ϕ(min{ω̂′(ε, b), ω̂(ε, b)}, b̂, n), b̂)

}
where

ω̂(ε, b) := min
{
ω1(ρ(P (ε, b̂)/n, b̂), b̂), . . . , ωn(ρ(P (ε, b̂)/n, b̂), b̂)

}
,

ω̂′(ε, b) := min
{
ω′1(ω̂(ε, b)/2(n− 1), b̂), . . . , ω′n(ω̂(ε, b)/2(n− 1), b̂)

}
,

and where ϕ is defined as in Theorem 4.15, where b̂ := max{b, E(b), . . . , E(n)(b)} for b satisfying b ≥ ‖q‖ for a
common fixed point q of the Ti’s and where E is a common modulus for T1, . . . , Tn being bounded on bounded
sets.

If the ωi are ordinary BSNE-moduli, then ω defined by

ω(ε, b) := min
{
ω1(ρ(P (ε, b̂)/n, b̂), b̂), ω2(ρ(P (ε, b̂)/n, b̂), b̂), . . . , ωn(ρ(P (ε, b̂)/n, b̂), b̂)

}
is a BSNE-modulus for T = Tn ◦ · · · ◦ T1 where b̂ is defined as before.

Again, we refer to the appendix for a proof of this result.

The last type of operation on Bregman strongly nonexpansive operators that we consider here is that of the
block operator introduced in [37, 38]:

Definition 4.17 ([37, 38]). Let Ti, i = 1, . . . , N , be finitely many operators and let wi ∈ [0, 1], i = 1, . . . , N ,

be finitely many weights with
∑N
i=1 wi = 1. Then the associated block operator is defined as

Tx := ∇f∗
(

N∑
i=1

wi∇fTix

)
.

In particular, as shown in [37, 38], such block operators, if composed of Bregman strongly nonexpansive
maps, are again Bregman strongly nonexpansive. For a quantitative version of the said result, we consider the
following lemmas.

At first, we note that a block operator is bounded on bounded sets if its summands are.

Lemma 4.18. Let ∇f , ∇f∗ be bounded on bounded sets with moduli C, F , respectively. Let Ti, i = 1, . . . , N ,
be finitely many operators which are bounded on bounded sets with a common modulus E and let wi ∈ [0, 1],

i = 1, . . . , N , be finitely many weights with
∑N
i=1 wi = 1.

Then the associated block operator T is bounded on bounded sets with a modulus E′(b) := F (C(E(b))).

Proof. For ‖x‖ ≤ b, we clearly have∥∥∥∥∥
N∑
i=1

wi∇fTix

∥∥∥∥∥ ≤
N∑
i=1

wi ‖∇fTix‖ ≤ C(E(b))

and thus ‖Tx‖ =
∥∥∥∇f∗∑N

i=1 wi∇fTix
∥∥∥ ≤ F (C(E(b))). �

As shown in [38], one has F (T ) ⊆ F (Ti) for a block operator T and a summand Ti. The following lemma
gives a quantitative version of this, translating bounds for approximate fixed points.
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Theorem 4.19. Let ξ be a modulus of uniform continuity of Df in its second argument. Let Ti, i = 1, . . . , N ,
be finitely many Bregman strongly nonexpansive operators with a (not necessarily strong) BSNE-modulus ω and

let wi ∈ [0, 1], i = 1, . . . , N , be finitely many weights with
∑N
i=1 wi = 1. Let T be the associated block operator.

Assume that T and all Ti’s are bounded on bounded sets with a common modulus E. Let p0 be a common fixed
point of all Ti’s and let b ≥ ‖p0‖.

Then for any x with ‖x‖ ≤ b and any k = 1, . . . , N :

wk ≥ w > 0 ∧ ‖x− Tx‖ < ξ
(
wω(ρ(ε, b̂), b), b̂

)
→ ‖x− Tkx‖ < ε

where b̂ := max{b, E(b)}.

Also here, we refer to the appendix for a proof of this result.

The following lemma now provides a map that translates strong BSNE-moduli for the summands into strong
BSNE-moduli for the block operator and in that sense is a quantitative version of Proposition 14 in [38].

Theorem 4.20. Let ξ be a modulus of uniform continuity of Df in its second argument. Let ω∇f be a modulus
of uniform continuity of ∇f on bounded sets and C be a modulus witnessing that ∇f is bounded on bounded
sets. Let Ti, i = 1, . . . , N , be finitely many uniformly Bregman strongly nonexpansive operators with a common
strong BSNE-modulus ω and derived modulus ω′ and let wi ∈ [0, 1], i = 1, . . . , N , be finitely many weights with∑N
i=1 wi = 1. Let T be the associated block operator. Assume that T and all Ti’s are bounded on bounded sets

with a common modulus E. Let p0 ∈ F (T ) be a common fixed point of all Ti’s and let b ≥ ‖p0‖.
Then T is uniformly Bregman strongly nonexpansive with a strong BSNE-modulus ω̂ which can be defined by

ω̂(ε, b) := min{w2ω(ε′, b), ξ(wω(ρ(min{ω(ε′, b), ω′(wω(ε′, b), b)}, b̂), b), b̂)}

where b̂ := max{b, E(b)} and ε′ := ρ(ω∇f (ε/4b̂, b̂), b̂) and w := min{ε/8Nb̂C (̂b), 1}.
If ω is only a (not necessarily strong) BSNE-modulus, then we can chose ω̂(ε, b) := wω(ε′, b) as a BSNE-

modulus for T .

Lastly, we also defer the proof of this result to the appendix.

5. Picard iterations

We now consider the first type of iteration of Bregman strongly nonexpansive mappings: as shown in [36], a
Bregman strongly nonexpansive map T : X → X (in the context of some surrounding assumptions) is asymp-
totically regular, i.e. it holds that ‖xn − Txn‖ → 0 where xn := Tnx is the Picard iteration of T . In this section,
we now derive quantitative rates for the above limit. In fact, we will actually first establish a corresponding
quantitative result for a more general iteration involving a family of Bregman strongly nonexpansive operators
of which the above Picard iteration will be a special case.

For this, we now fix the following moduli abstractly:5

(a) Let θ : (0,∞)2 → (0,∞) be a modulus of weak triangularity for Df , i.e.

∀ε, b > 0 ∀x, y, z ∈ X (‖x‖ , ‖y‖ , ‖z‖ ≤ b ∧Df (x, y), Df (z, y) < θ(ε, b)→ Df (x, z) < ε) .

(b) Let ξ : (0,∞)2 → (0,∞) be a modulus for Df (x, y) being uniformly continuous in y on bounded sets,
i.e.

∀ε, b > 0 ∀x, y1, y2 ∈ X (‖x‖ , ‖y1‖ , ‖y2‖ ≤ b ∧ ‖y1 − y2‖ < ξ(ε, b)→ |Df (x, y1)−Df (x, y2)| < ε) .

(c) Let ρ : (0,∞)2 → (0,∞) be a modulus of consistency for f , i.e.

∀ε, b > 0 ∀x, y ∈ X (‖x‖ , ‖y‖ ≤ b ∧Df (x, y) < ρ(ε, b)→ ‖x− y‖ < ε) .

We then obtain the following result on rates of metastability and rates of convergence for iterations of families
of Bregman strongly nonexpansive mappings. In that vein, the result provides a quantitative version of the
respective asymptotic regularity results contained in [37, 38]. Further, the theorem is an adaptation of a similar
result (see Theorem 4.7 in [27]) on strongly quasi-nonexpansive mappings in the ordinary sense.

5Note the previous sections for how such moduli can be derived from respective moduli for the uniform continuity of ∇f , etc.
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Theorem 5.1. Let (Tn)n∈N be a sequence of functions Tn : X → X which are Bregman strongly nonexpansive
w.r.t. some p ∈

⋂
n∈N F (Tn) with a common BSNE-modulus ω(ε, b). Let x0 ∈ X, xn+1 := Tnxn and b ≥

Df (p, x0), ‖p‖ , ‖xn‖.
Then6

∀ε > 0 ∀g : N→ N ∃n ≤ ψb,ω(ε, g) ∀k ∈ [n;n+ g(n)] (Df (xk+1, xk) < ε)

where

ψb,ω(ε, g) := g̃(d b
ω(ε,b)e)(0)

and g̃(n) := n+ g(n) + 1.
In particular, if o is a modulus of boundedness of Df , then the above results holds true for ψb̂,ω(ε, g) where

b ≥ Df (p, x0), ‖p‖ and b̂ := max{o(b, b), b}.
Further, if Tn = T for all n ∈ N and T , additionally, is also Bregman nonexpansive, then we even have

∀ε > 0 ∀k ≥

⌈
b̂

ω(ε, b̂)

⌉
(Df (xk+1, xk) < ε) .

Proof. Since Tn in particular is Bregman quasi-nonexpansive w.r.t. p, we get that

0 ≤ Df (p, xn) ≤ Df (p, x0) ≤ b.

Hence by Corollary 2.28 and Remark 2.29 from [26], we get that the function ϕ(ε, g) := g̃(d b
εe)(0) satisfies

∀ε > 0 ∀g : N→ N ∃n ≤ ϕ(ε, g) ∀i, j ∈ [n;n+ g(n) + 1] (|Df (p, xi)−Df (p, xj)| < ε) .

Take ε and g to be given and let, using the above, n ≤ ϕ(ω(ε, b), g) be such that

|Df (p, xk)−Df (p, Tkxk)| < ω(ε, b)

for all k ∈ [n;n+ g(n)]. Using the fact that Tk is Bregman strongly nonexpansive with modulus ω, we get for
any such k that Df (Tkxk, xk) < ε which proves the first claim. For g(n) = 0 for all n, we thus in particular
have

∀ε > 0 ∃n ≤ g̃(d b
ω(ε,b)e)(0) =

⌈
b

ω(ε, b)

⌉
(Df (xn+1, xn) < ε) .

If now Tk = T for all k and T is additionally Bregman nonexpansive, then

Df (xk+1, xk) = Df (T k+1x, T kx) ≤ Df (Tn+1x, Tnx) = Df (xn+1, xn)

for all k ≥ n and so the second claim follows. �

From this, we get the following corollary to derive convergence of the norm distance:

Corollary 5.2. In addition to the assumptions in Theorem 5.1, let ρ be a modulus of consistency for f . Then

∀ε > 0 ∀g : N→ N ∃n ≤ ψb,ω(ρ(ε, d), g) ∀k ∈ [n;n+ g(n)] (‖xk − xk+1‖ < ε) .

If again Tk = T for all k and T is additionally Bregman nonexpansive or nonexpansive (w.r.t. ‖·‖), then

∀ε > 0 ∀k ≥
⌈

b

ω(ρ(ε, d), b)

⌉
(‖xk − xk+1‖ < ε) .

The main application of this Picard process now follows if the iterated map is a composition. Together
with Theorem 4.16, we can then obtain the following result giving that the Picard iteration xn+1 = Txn of a
composition T = Tk ◦· · ·◦T1 is asymptotically regular w.r.t. each Tj (which in particular provides a quantitative
perspective on the method of cyclic Bregman projections [47]):

Theorem 5.3. Let ξ be a modulus of uniform continuity on bounded subsets for Df in its second argument.
Let θ be a modulus of weak triangularity for Df . Let ρ be a modulus of consistency for f and let P be a
modulus for reverse consistency for f . Let o be a modulus of boundedness of Df . Let ∇f and f be bounded
on bounded sets with moduli C, D. Let T1, . . . , Tk : X → X be Bregman strongly nonexpansive w.r.t. some
p ∈ F (T1) ∩ · · · ∩ F (Tk) with a (not necessarily strong) BSNE-modulus ω. Let κ be a common modulus of
uniform closedness of F (T1), . . . , F (TN ). Define T := Tk ◦ · · · ◦ T1 as well as xn := Tnx0 for some x0 ∈ X.

Let b ≥ Df (p, x0), ‖p‖ and define b̃ := max{o(b, b), b} as well as b̂ := max{b̃, E(̃b), . . . , E(k)(̃b)} for E(b) :=
o(2D(b) + 2bC(b), b).

Then
∀ε > 0 ∀g : N→ N ∃n ≤ Φ(ε, g) ∀i ∈ [n;n+ g(n)] ∀j ∈ [1; k] (‖Tjxi − xi‖ < ε)

6Here, and in the following, we write [n;m] = [n,m] ∩ N.
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where Φ is defined by

Φ(ε, g) := g̃

(⌈
b̂

ω̂(P (ϕ(ε,b̂,k),b̂),b̂)

⌉)
(0)

where ϕ(ε, b, k) := χb(k − 1, ε) with χ defined by{
χb(0, ε) := min{ρ(κ(ε, b), b), ρ(ε, b)},
χb(n+ 1, ε) := min{ρ(ξ(ω(min{θ(χb(n, ε), b), ρ(κ(ε, b), b)}, b), b), b), χb(n, ε), θ(χb(n, ε), b)}.

and where
ω̂(ε, b) := ω(ρ(P (ε, b̂)/k, b̂), b̂).

Proof. The theorem is a straightforward combination of Corollary 5.2, Theorem 4.16, Theorem 4.15 and Lemma
4.6. �

Corollary 5.4. Let Ωj , j = 1, . . . , k, be nonempty, closed and convex sets with Bregman projections P fΩj
and

assume in addition to the assumptions in Theorem 5.3 that ∇f is uniformly continuous on bounded sets with
a modulus ω∇f and that it is uniformly strictly monotone with a modulus η, i.e.

∀ε, b > 0 ∀x, y ∈ X (‖x‖ , ‖y‖ ≤ b ∧ 〈x− y,∇fx−∇fy〉 < η(ε, b)→ ‖x− y‖ < ε) .

Then for T := P fΩk
◦ · · · ◦ P fΩ1

and xn := Tnx0 for some x0 ∈ X, we have

∀ε > 0 ∀g : N→ N ∃n ≤ Φ(ε, g) ∀i ∈ [n;n+ g(n)] ∀j ∈ [1; k]
(∥∥∥P fΩj

xi − xi
∥∥∥ < ε

)
with Φ defined by

Φ(ε, g) := g̃

(⌈
b̂

P (ϕ(ε,b̂,k),b̂)

⌉)
(0)

with ϕ and χ defined as in Theorem 5.3, now using

κ(ε, b) := min{ε/3, ω∇f (η(ε/3, E(b))/2E(b), b)}.
Proof. The corollary immediately follows from the above Theorem 5.3 where, for the particular case of Bregman
projections, one additionally invokes Lemma 4.14 as well as Lemma 4.9 (by which we can use ω(ε, b) = ε as the
common BSNE-modulus). �

The following proposition now provides an analogous result in the case that xn+1 is not exactly given by
Tnxn but actually is allowed to differ from that point up to some summable error (compare this now to Theorem
4.9 from [27]). For that, we use the following result from [27]:

Lemma 5.5 (Lemma 4.8, [27]). Let (an), (δn) be sequences of nonnegative reals with

an+1 ≤ an + δn,

where
∑
δn <∞. Let A,D ∈ N with A ≥ a0 and D ≥

∑
δn. Define

ϕ̃A,D(ε, g) := g̃(K)(0), where K :=

⌈
4(A+ 5D)

ε

⌉
and g̃(n) := n+ g(n).

Then ϕ̃A,D is a rate of metastability for (an).

Proposition 5.6. Let (Tn)n∈N be a sequence of functions Tn : X → X which are Bregman strongly non-
expansive w.r.t. some p ∈

⋂
n∈N F (Tn) with a common BSNE-modulus ω(ε, b). Let ξ be a modulus of uni-

form continuity of Df (p, u) in the argument u. Let (xn) ⊆ X be such that ‖xn+1 − Tnxn‖ < ξ(δn, b) where
b ≥ ‖p‖ , ‖xk‖ , ‖Tkxk‖ , Df (p, x0) for all k and where (δn) ⊆ [0,∞) with

∑
δn ≤ D. Let α be a rate of conver-

gence for δn → 0, i.e.
∀ε > 0 ∀n ≥ α(ε) (δn < ε) .

Then
∀ε > 0 ∀g : N→ N ∃n ≤ ψ̃b,ω(ε, g) ∀k ∈ [n;n+ g(n)] (Df (Tkxk, xk) < ε)

with
ψ̃b,ω(ε, g) := ϕ̃b,D(ω(ε, b)/2, gα(ω(ε,b)/2) + 1)) + α(ω(ε, b)/2)

where gl(n) := g(n+ l) + l and

ϕ̃b,D(ε, g) := g̃(K)(0) with K :=

⌈
4(b+ 5D)

ε

⌉
and g̃(n) := n+ g(n).

In particular, if o is a modulus of boundedness of Df , then the above results holds true for ψ̃b̂,ω(ε, g) where

b ≥ Df (p, x0), ‖p‖ and b̂ := max{o(b+D, b), b}.
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Proof. Using the definition of ξ, we get for all n ∈ N:

0 ≤ Df (p, xn+1) ≤ Df (p, Tnxn) + δn ≤ Df (p, xn) + δn.

Hence by Lemma 5.5 applied to an := Df (p, xn) (note that b ≥ a0), we get that

∀ε > 0 ∀g : N→ N ∃n ≤ ϕ̃b,D(ε, g + 1) ∀i, j ∈ [n;n+ g(n) + 1] (|Df (p, xi)−Df (p, xj)| < ε)

and so, given ε and g, the above in particular yields the existence of an n ≤ ϕ̃b,D(ε, gα(ε) + 1) such that

∀k ∈ [n;n+ g(n+ α(ε)) + α(ε)] (|Df (p, xk)−Df (p, xk+1)| < ε) .

By considering n+ α(ε) instead of n, this yields the existence of an n ≤ ϕ̃b,D(ε, gα(ε) + 1) + α(ε) such that

|Df (p, xk)−Df (p, Tkxk)| < 2ε

for all k ∈ [n;n+ g(n)] since for k ≥ n ≥ α(ε), we have

|Df (p, xk)−Df (p, Tkxk)| ≤ |Df (p, xk)−Df (p, xk+1)|+ |Df (p, xk+1)−Df (p, Tkxk)| < ε+ δk ≤ 2ε.

From that, the above bound is immediate. �

6. A rate of metastability for a Halpern-type iteration of a family of maps

To obtain a strong convergence result, in [58], the authors defined a suitable Halpern-type iteration of a given
Bregman strongly nonexpansive mapping. Concretely, the following result was established:

Theorem 6.1 ([58]). Let X be a real reflexive Banach space and f : X → R be a supercoercive Legendre
function which is bounded, uniformly Fréchet differentiable and totally convex on bounded subsets. Let T be a

Bregman strongly nonexpansive mapping such that F (T ) = F̂ (T ) 6= ∅. Given a u ∈ X, define a sequence xn by
x0 := x ∈ X and

xn+1 := ∇f∗ (αn∇fu+ (1− αn)∇f(Txn))

where (αn) ⊆ (0, 1) satisfies limαn = 0 and
∑
αn =∞. Then (xn) converges strongly to P fF (T )(u).

The aim of this section is to provide a quantitative analysis of this result as well as its extension to a family
of mappings (Tn) as considered in [58], i.e. given u and x0, we will consider the sequence

(∗) xn+1 := ∇f∗(αn∇fu+ (1− αn)∇f(Tnxn)).

The proof of convergence for Theorem 6.1 as well as its extension to families of maps relies on a Lemma by Xu
[63] as well as a subsequence construction due to Maingé [35], both of which have been treated quantitatively
before in [34] as well as [30], respectively7, and we present the quantitative versions of these crucial lemmas
below.

Lemma 6.2 ([30], essentially [34]). Let b > 0 and (an) ⊆ [0, b] with

an+1 ≤ (1− αn)an + αnβn + γn

for all n where (αn) ⊆ (0, 1] with
∑∞
n=0 αn = +∞ (i.e.

∏∞
n=m(1−αn) = 0 for all m ∈ N) and (βn) ⊆ R as well

as (γn) ⊆ [0,∞). Let S : (0,∞)× N→ N be nondecreasing in m such that

∀m ∈ N, ε > 0

S(ε,m)∏
k=m

(1− αk) ≤ ε

 .

For ε > 0 and g : N→ N, define

ĝ(n) := gM (n+ S(ε/4b, n) + 1) + S(ε/4b, n).

Suppose that N satisfies
∃m ≤ N ∀i ∈ [m;m+ ĝ(m)] (βi ≤ ε/4) .

Then for
Φ(ε, S,N, b) := N + S(ε/4b,N) + 1,

we get that

Φ(ε,S,N,b)+gM (Φ(ε,S,N,b))∑
i=0

γi ≤ ε/2→ ∃n ≤ Φ(ε, S,N, b) ∀i ∈ [n;n+ g(n)] (ai ≤ ε) .

7The quantitative version of Xu’s lemma presented in [34] works with slightly stronger assumptions than that presented in [30].
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Lemma 6.3 ([30]). Let b > 0 and (an) ⊆ [0, b].

(1) Let τ : N→ N be such that

(+) ∀n, k ∈ N (k ≤ n ∧ ak < ak+1 → k ≤ τ(n)) .

For K ∈ N, g : N→ N, ε > 0 and g̃(n) := n+ g(n), define

Ψ(ε, g,K, b) := g̃(db/εe)(K).

Then

τ(Ψ(ε, g,K, b)) < K → ∃n ≤ Ψ(ε, g,K, b) (n ≥ K ∧ ∀i, j ∈ [n;n+ g(n)] (|ai − aj | ≤ ε)) .
(2) Let n0 ∈ N be such that ∃n ≤ n0 (an < an+1). Define

τ(n) := max{k ≤ max{n0, n} | ak < ak+1}.
Then τ is well-defined and satisfies (+). Moreover,
(a) ∀n ∈ N

(
aτ(n) ≤ aτ(n)+1

)
,

(b) ∀n ∈ N (τ(n) ≤ τ(n+ 1)),
(c) ∀n ≥ n0

(
an ≤ aτ(n)+1

)
.

Before we move to quantitative results on the iteration considered above, we are first concerned with providing
a quantitative account for Bregman projections onto fixed point sets of Bregman strongly nonexpansive maps.
For this, the following lemma initially provides a quantitative version of the convexity of F (T ) as (essentially)
shown in [50].

Lemma 6.4. Let ρ be a modulus of consistency for f . Let T be uniformly Bregman strongly nonexpansive with
strong BSNE-modulus ω and derived modulus ω′. Let T be bounded on bounded sets with a modulus E. Let
ε, b > 0 be given and let x, y be such that ‖x‖ , ‖y‖ ≤ b and let z := tx+ (1− t)y for some t ∈ [0, 1].

If
‖Tx− x‖ , ‖Ty − y‖ < ω′(ρ(ε,max{b, E(b)}), b),

then we have
‖Tz − z‖ < ε.

Proof. Note that ‖z‖ ≤ t ‖x‖+ (1− t) ‖y‖ ≤ b. As in [50], we get

Df (z, Tz) = f(z) + tDf (x, Tz) + (1− t)Df (y, Tz)− tf(x)− (1− t)f(y).

Using ω′, we get
Df (x, Tz)−Df (x, z), Df (y, Tz)−Df (y, z) < ρ(ε,max{b, E(b)})

and thus, using the above and the definition of Df , we get

Df (z, Tz) < f(z) + tDf (x, z) + (1− t)Df (y, z)− tf(x)− (1− t)f(y) + ρ(ε,max{b, E(b)})
= ρ(ε,max{b, E(b)}).

As ‖Tz‖ ≤ E(b), we get ‖z − Tz‖ < ε. �

Now, the following lemma provides a quantitative result on the existence of approximative projections onto
fixed point sets of Bregman strongly nonexpansive maps. While the first part is concerned with the definition
of said projections in terms of an infimum over Bregman distances, the second part is concerned with the
characterization of Bregman projections in terms of a generalized type of variational inequality provided in
[16] by which for a nonempty, closed and convex subset C and for a Gâteaux differentiable and totally convex

function f : X → R, it holds that z = P fC(x) if, and only if z ∈ C
〈y − z,∇fx−∇fz〉 ≤ 0 for all y ∈ C.

Note for both results that for a Bregman quasi-nonexpansive map T , the set of fixed points F (T ) is closed and

convex (see e.g. [50]8) and so P fF (T ) is defined for such a map whenever F (T ) 6= ∅.

Lemma 6.5. Let ρ be a modulus of consistency for f . Let T be uniformly Bregman strongly nonexpansive with
strong BSNE-modulus ω and derived modulus ω′. Let T be bounded on bounded sets with a modulus E. Let
p0 ∈ X be a fixed point of T with Df (p0, u), ‖p0‖ ≤ b.

8Note here, as well as already in the context of Lemma 6.4, that the results from [50], while phrased for Bregman firmly
nonexpansive maps, clearly already hold for Bregman quasi-nonexpansive maps.
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(1) For any ε > 0 and ψ : (0,∞)→ (0,∞), let

ϕ(ε, ψ) := min{ψ(r)(1) | r ≤ d(b+ 1)/εe}.

Then there exists a p ∈ X and a δ ≥ ϕ(ε, ψ) with ‖p‖ ≤ b and ‖Tp− p‖ < ψ(δ) and

∀q ∈ X (‖q‖ ≤ b ∧ ‖Tq − q‖ < δ → Df (p, u) < Df (q, u) + ε) .

(2) Let further ∆ be a modulus witnessing that Df (·, u) is uniformly Fréchet differentiable on bounded

subsets with derivative x 7→ ∇fx−∇fu, i.e. for any b, ε > 0 and any x ∈ Bb(0), y ∈ X:

0 < ‖y‖ < ∆(ε, b)→ |Df (x+ y, u)−Df (x, u)− 〈y,∇fx−∇fu〉|
‖y‖

< ε.

For any ε > 0 and ψ : (0,∞)→ (0,∞), let

ϕ′(ε, ψ) := min{ω′(ρ(ψ′
(r)

(1),max{b, E(b)}), b) | r ≤ d(b+ 1)/ε′e}

with ε′ := ε
2 min

{
∆(ε/4b,b)

4b , 1/2
}

and with

ψ′(δ) := min{ψ(ω′(ρ(δ,max{b, E(b)}), b)), ω′(ρ(δ,max{b, E(b)}), b)}.

Then there exists a p ∈ X with ‖p‖ ≤ b and a δ′ ≥ ϕ′(ε, ψ) such that ‖Tp− p‖ < ψ(δ′)

∀q ∈ X (‖q‖ ≤ b ∧ ‖Tq − q‖ < δ′ → 〈q − p,∇f(u)−∇f(p)〉 < ε) .

We defer the proof to the appendix.

Remark 6.6. Such a modulus ∆ witnessing that Df (·, u) is uniformly Fréchet differentiable on bounded subsets
with derivative x 7→ ∇fx−∇fu can be computed from ω∇f : we have that

‖[Df (·, u)]′(x)− [Df (·, u)]′(y)‖ = ‖∇fx−∇fy‖

so that ω∇f is a modulus for [Df (·, u)]′ being uniformly continuous on bounded subsets. Therefore, we can
apply Lemma 3.2, (1) to derive that ∆(ε, b) = min{ω∇f (ε, b+ 1), 1} is a suitable such modulus.

For the rest of this section, we are now concerned with quantitative results on the extension of the iteration
from Theorem 6.1 to families of mappings discussed before. For the following quantitative results, we again fix
some moduli abstractly:

(a) Let (Tn) be a family of uniformly Bregman strongly nonexpansive maps with a common strong BSNE-
modulus ω and a common derived modulus ω′, i.e.

∀ε, b > 0 ∀x, p ∈ X (‖p‖ , ‖x‖ ≤ b ∧ ‖Tnp− p‖ < ω(ε, b) ∧Df (p, x)−Df (p, Tnx) < ω(ε, b)→ Df (Tnx, x) < ε)

as well as

∀ε, b > 0 ∀x, p ∈ X (‖p‖ , ‖x‖ ≤ b ∧ ‖Tnp− p‖ < ω′(ε, b)→ Df (p, Tnx)−Df (p, x) < ε)

for any n ∈ N.
(b) Let (αn) ⊆ (0, 1] converge to zero with a rate σ : (0,∞)→ N, i.e.

∀n ≥ σ(ε) (αn < ε) .

(c) Let f be sequentially consistent with a modulus of consistency ρ.
(d) Let b ∈ N∗ be given and let xn be defined by (∗) such that

b ≥ ‖xn‖ , ‖Tnxn‖ , ‖∇f(Tnxn)‖ , ‖∇f(xn)‖ , ‖u‖ , ‖∇f(u)‖ , ‖p0‖ , ‖∇f(p0)‖ , Df (p0, xn), Df (p0, Tnxn), Df (p0, u)

for all n ∈ N where p0 is some given element of F (T ).
(e) Let ω∇f

∗
: (0,∞)→ (0,∞) be a modulus of uniform continuity for ∇f∗ on b-bounded sets.

(f) Let ωf : (0,∞)→ (0,∞) be a modulus of uniform continuity for f on b-bounded sets.
(g) Let S : (0,∞)× N→ N be nondecreasing in m such that

∀m ∈ N, ε > 0

S(ε,m)∏
k=m

(1− αk) ≤ ε

 .

(h) For each n, let αn be such that 0 < αn ≤ αn and define α̃n = min{αi | i ≤ n}.
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Lemma 6.7. Let ε > 0 and let p ∈ X be given and let xn be defined by (∗). Define

N := σ

(
min

{
ε̃

8b
,
ε̃

16b2
,

1

2b
ω∇f

∗
(

min

{
ε̃

4b
, ωf

(
ε̃

4

)})})
where ε̃ = ω(ρ(ε, b), b).

For any n ≥ N and p ∈ X with

‖p‖ , Df (p, xn), Df (p, Tnxn), Df (p, u) ≤ b
for the above b and where ‖Tnp− p‖ < min{ε̃, ω′(ε̃/8, b)} as well as

Df (p, xn) ≤ Df (p, xn+1) or |Df (p, xn+1)−Df (p, xn)| < ε̃/4,

it holds that

‖xn − Tnxn‖ < ε.

Proof. At first, given an n ≥ N with Df (p, xn) ≤ Df (p, xn+1), we have

0 ≤ Df (p, xn+1)−Df (p, xn)

≤ αnDf (p, u) + (1− αn)Df (p, Tnxn)−Df (p, xn)

= αn (Df (p, u)−Df (p, Tnxn)) +Df (p, Tnxn)−Df (p, xn)

≤ αn (Df (p, u)−Df (p, Tnxn)) +
ε̃

8

≤ bαn +
ε̃

8

< b
ε̃

8b
+
ε̃

8
=
ε̃

4

where the fourth line follows using (a) and the last line follows using (b) and n ≥ N . Therefore, the first disjunct
of the premise implies the second disjunct. So assume n ≥ N and |Df (p, xn+1) −Df (p, xn)| < ε̃/4. Now, we
have

‖∇f(xn+1)−∇f(Tnxn)‖ = αn ‖∇f(u)−∇f(Tnxn)‖
≤ αn2b (using (d))

< min

{
ε̃

8b
, ω∇f

∗
(

min

{
ε̃

4b
, ωf

(
ε̃

4

)})}
(using (b) and n ≥ N)

and so by (e) and (d), we obtain

‖xn+1 − Tnxn‖ = ‖∇f∗(∇f(xn+1))−∇f∗(∇f(Tnxn))‖ ≤ min

{
ε̃

4b
, ωf

(
ε̃

4

)}
.

By (f), we get

|f(xn+1)− f(Tnxn)| < ε̃

4
and hence we obtain (reasoning similarly to [58])

|Df (p, Tnxn)−Df (p, xn)| = |f(p)− f(Tnxn)− 〈p− Tnxn,∇f(Tnxn)〉 −Df (p, xn)|
= |f(p)− f(xn+1) + f(xn+1)− f(Tnxn)− 〈p− xn+1,∇f(xn+1)〉

+ 〈p− xn+1,∇f(xn+1)〉 − 〈p− Tnxn,∇f(Tnxn)〉 −Df (p, xn)|
= |Df (p, xn+1) + f(xn+1)− f(Tnxn) + 〈p− xn+1,∇f(xn+1)〉

− 〈p− Tnxn,∇f(Tnxn)〉 −Df (p, xn)|
= |Df (p, xn+1)−Df (p, xn) + f(xn+1)− f(Tnxn)

+ 〈p− xn+1,∇f(xn+1)−∇f(Tnxn)〉 − 〈xn+1 − Tnxn,∇f(Tnxn)〉|
≤ |Df (p, xn+1)−Df (p, xn)|+ |f(xn+1)− f(Tnxn)|

+ ‖∇f(xn+1)−∇f(Tnxn)‖ ‖p− xn+1‖+ ‖∇f(Tnxn)‖ ‖xn+1 − Tnxn‖

<
ε̃

4
+
ε̃

4
+

ε̃

8b
2b+

ε̃

4b
b = ε̃.

Hence by (a) and (d), we obtain Df (Tnxn, xn) < ρ(ε, b) and so, by (c) and (d), we get ‖xn − Tnxn‖ < ε. �
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Lemma 6.8. For ε > 0 and g : N→ N, assume that we have a value ϕ and a p ∈ X such that additionally

‖p‖ , ‖∇fp‖ , Df (p, xn), Df (p, Tnxn), Df (p, u) ≤ b
for the above b and

‖Tnp− p‖ < min

{
ϕ̃, ω′

(
ϕ̃

8
, b

)
, ω′
(

ρ(ε, b)

4(Φϕ(ε, g) + gM (Φϕ(ε, g)) + 1)
, b

)
, ω′
(
ρ(ε, b)α̃(Φϕ(ε,g)+g′M (Φϕ(ε,g)))

2
, b

)}
as well as

∀y ∈ X (‖y‖ ≤ b ∧ ‖Tny − y‖ < ϕ→ 〈y − p,∇f(u)−∇f(p)〉 < ρ(ε, b)/8)

for any n ≤ Φϕ(ε, g) + g′
M

(Φϕ(ε, g)) where we define

N := max

{
σ

(
ω∇f

∗
(ρ(ε, b)/16b, b)

2b

)
, σ

(
min

{
ϕ̃

8b
,
ϕ̃

16b2
,

1

2b
ω∇f

∗
(

min

{
ϕ̃

4b
, ωf

(
ϕ̃

4

)})})
, 1

}
with ϕ̃ := ω(ρ(ϕ′, b), b) and ϕ′ := min{ϕ, ρ(ε, b)/16b} as well as

Φϕ(ε, g) := K1 + S(ρ(ε, b)/8b,K1) + 1

with

K0 := g̃′
(d4(b+1)/ϕ̃e)

(N), K1 := g̃′
(d8(b+1)/ϕ̃e)

(K0),

and g̃′(n) := g′(n) + n where g′(n) := ĝ(n) + 2 for

ĝ(n) := gM (n+ S(ρ(ε, b)/8b, n) + 1) + S(ρ(ε, b)/8b, n).

Then it holds that
∃n ≤ Φϕ(ε, g) ∀i ∈ [n;n+ g(n)] (‖p− xi‖ < ε) .

Proof (compare also [30, 57]). We write ai := Df (p, xi). To establish the claim, we divide between two cases:

Case 1: ∀i ≤ K0 (ai+1 ≤ ai).
Suppose first that

∀i < d4(b+ 1)/ϕ̃e
(
a
g̃′

(i+1)
(N)
≤ a

g̃′
(i)

(N)
− ϕ̃/4

)
.

Then we would get

a
g̃′

(0)
(N)
≥ a

g̃′
(1)

(N)
+ ϕ̃/4 ≥ · · · ≥ a

g̃′
d4(b+1)/ϕ̃e

(N)
+ d4(b+ 1)/ϕ̃eϕ̃/4 > b

which is a contradiction. Thus, we have

∃i0 < d4(b+ 1)/ϕ̃e
(
a
g̃′

(i0+1)
(N)

> a
g̃′

(i0)
(N)
− ϕ̃/4

)
.

and in particular for n = g̃′
(i0)

(N) ≤ K0 ≤ K1, we have (since also n+ ĝ(n) + 2 = g̃′
(i0+1)

(N) ≤ K0):

∀i, j ∈ [n;n+ ĝ(n) + 2]
(
|ai − aj | ≤ an − an+ĝ(n)+2 < ϕ̃/4

)
.

Case 2: ∃i ≤ K0 (ai+1 > ai).
Then, we define τ as in Lemma 6.3.(2), i.e.

τ(n) := max{k ≤ max{K0, n} | ak < ak+1}.
In particular, we have

(1) ∀n
(
aτ(n) ≤ aτ(n)+1, τ(n) ≤ τ(n+ 1)

)
,

(2) ∀n ≥ K0

(
an ≤ aτ(n)+1

)
.

Case 2.1: ∀m ∈ [K1;K1 + g′(K1)] (τ(m) ≥ K0).
Using the properties of τ , we in particular have

Df (p, xτ(m)) = aτ(m) ≤ aτ(m)+1 = Df (p, xτ(m)+1)

for all m. For m ∈ [K1;K1 + g′(K1)] we have τ(m) ≥ K0 ≥ N and thus we get∥∥xτ(m) − Tτ(m)xτ(m)

∥∥ < ϕ′ = min{ϕ, ρ(ε, b)/16b}
using Lemma 6.7. Thus, using the assumption on ϕ, we get (as τ(m) ≤ m ≤ K1 + g′(K1) ≤ Φϕ(ε, g) +

g′
M

(Φϕ(ε, g))):
〈xτ(m) − p,∇f(u)−∇f(p)〉 < ρ(ε, b)/8 < ρ(ε, b)/4.
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As in the proof Lemma 6.7, we get∥∥∇f(xτ(m)+1)−∇f(Tτ(m)xτ(m))
∥∥ ≤ ατ(m)2b.

As τ(m) ≥ K0 ≥ N , we in particular have
∥∥xτ(m)+1 − Tτ(m)xτ(m)

∥∥ < ρ(ε, b)/16b. Further, from above we

also have
∥∥xτ(m) − Tτ(m)xτ(m)

∥∥ < ρ(ε, b)/16b such that this combined yields
∥∥xτ(m)+1 − xτ(m)

∥∥ < ρ(ε, b)/8b.
Therefore:

〈xτ(m)+1 − p,∇f(u)−∇f(p)〉 = 〈xτ(m)+1 − xτ(m),∇f(u)−∇f(p)〉+ 〈xτ(m) − p,∇f(u)−∇f(p)〉
<
∥∥xτ(m)+1 − xτ(m)

∥∥ 2b+ ρ(ε, b)/4

< ρ(ε, b)/2.

As in [58] (p. 495), we can derive

Df (p, xi+1) ≤ (1− αi)Df (p, Tixi) + αi〈xi+1 − p,∇f(u)−∇f(p)〉

for any i. Therefore, we can derive

Df (p, xτ(m)+1)

≤ (1− ατ(m))Df (p, Tτ(m)xτ(m)) + ατ(m)〈xτ(m)+1 − p,∇f(u)−∇f(p)〉

≤ (1− ατ(m))Df (p, xτ(m)) + ατ(m)〈xτ(m)+1 − p,∇f(u)−∇f(p)〉+
ρ(ε, b)α̃(Φϕ(ε,g)+g′M (Φϕ(ε,g)))

2

≤ (1− ατ(m))Df (p, xτ(m)+1) + ατ(m)〈xτ(m)+1 − p,∇f(u)−∇f(p)〉+
ρ(ε, b)α̃(Φϕ(ε,g)+g′M (Φϕ(ε,g)))

2

for all m ∈ [K1;K1 + g′(K1)] (since τ(m) ≤ m ≤ K1 + g′(K1)). From this, we get

Df (p, xτ(m)+1) ≤ 〈xτ(m)+1 − p,∇f(u)−∇f(p)〉+
ρ(ε, b)α̃(Φϕ(ε,g)+g′M (Φϕ(ε,g)))

2ατ(m)

for all such m. Again as τ(m) ≤ m ≤ K1 + g′(K1), we get

α̃(Φϕ(ε,g)+g′M (Φϕ(ε,g))) ≤ ατ(m) ≤ ατ(m)

for all such m and thus we have

Df (p, xτ(m)+1) ≤ 〈xτ(m)+1 − p,∇f(u)−∇f(p)〉+
ρ(ε, b)

2
< ρ(ε, b).

Lastly, we thus have

Df (p, xm) ≤ Df (p, xτ(m)+1) < ρ(ε, b)

for all such m by using the properties of τ , which implies ‖p− xm‖ < ε for all such m by (c). So in this case,
we have now already established the theorem.

Case 2.2: ∃m ∈ [K1;K1 + g′(K1)] (τ(m) < K0).
As m ≥ K1, we have

τ
(
g̃′

(d8(b+1)/ϕ̃e)
(K0)

)
= τ(K1) ≤ τ(m) < K0

and thus using Lemma 6.3.(1), we get

∃n ≤ g̃′
(d8(b+1)/ϕ̃e)

(K0) (n ≥ K0 ≥ N ∧ ∀i, j ∈ [n;n+ ĝ(n) + 2] (|ai − aj | ≤ ϕ̃/8 < ϕ̃/4)) .

We now establish the theorem in this case as well as in the context of Case 1 as follows: In both cases, we have

∃n ∈ [N ;K1] ∀i, j ∈ [n;n+ ĝ(n) + 2] (|ai − aj | < ϕ̃/4) .

Therefore, we in particular have for such an n that

∀i ∈ [n;n+ ĝ(n) + 1] (|Df (p, xi+1)−Df (p, xi)| < ϕ̃/4)

in both cases. Using Lemma 6.7, we get

∀i ∈ [n;n+ ĝ(n) + 1] (‖xi − Tixi‖ < ϕ′ ≤ ϕ) .

Using the assumption on ϕ, we in particular get

∀i ∈ [n;n+ ĝ(n) + 1] (〈xi − p,∇f(u)−∇f(p)〉 < ρ(ε, b)/8)
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and thus

(∗) ∀i ∈ [n;n+ ĝ(n)] (〈xi+1 − p,∇f(u)−∇f(p)〉 < ρ(ε, b)/8) .

As before (see again p. 495 in [58]), we can derive

Df (p, xi+1) ≤ (1− αi)Df (p, Tixi) + αi〈xi+1 − p,∇f(u)−∇f(p)〉

for any i which implies

Df (p, xi+1) ≤ (1− αi)Df (p, xi) + αi〈xi+1 − p,∇f(u)−∇f(p)〉+ max{0, Df (p, Tixi)−Df (p, xi)}

for all i. As (∗) holds for n ≤ K1 and since we have

Φϕ(ε,g)+gM (Φϕ(ε,g))∑
i=0

max{0, Df (p, Tixi)−Df (p, xi)} ≤
Φϕ(ε,g)+gM (Φϕ(ε,g))∑

i=0

ρ(ε, b)

4(Φϕ(ε, g) + gM (Φϕ(ε, g)) + 1)

= ρ(ε, b)/4

by the assumptions on p and ω′, Lemma 6.2 with βn = 〈xn+1−p,∇f(u)−∇f(p)〉 and γn = max{0, Df (p, Tnxn)−
Df (p, xn)} can be used to get

∃n ≤ K1 + S(ρ(ε, b)/8b,K1) + 1 = Φϕ(ε, g)∀i ∈ [n;n+ g(n)]

(
Df (p, xi) = ai ≤

ρ(ε, b)

2
< ρ(ε, b)

)
which implies ‖p− xi‖ < ε for all such i by (c). �

Together with Lemma 6.5, we thus obtain the following combined result for sequences of Bregman strongly
nonexpansive maps. One crucial property that features therein is a uniformized version of the NST condition
as e.g. considered in [1] for sequences of strongly nonexpansive maps in the ordinary sense: given a sequence
(Tn) of strongly nonexpansive maps and an additional such map T , these are said to satisfy the NST condition
if any fixed point of T is a common fixed point for all Tn and if ‖xn − Tnxn‖ → 0 implies ‖xn − Txn‖ → 0 for
any bounded sequence (xn).

Concretely, the following uniform quantitative variant of this condition will feature crucially in the following
combined result: we assume a modulus µ : (0,∞)2 × N→ (0,∞) such that

(†)1 ∀ε, b > 0 ∀K ∈ N ∀p ∈ X (‖p‖ ≤ b ∧ ‖p− Tp‖ < µ(ε, b,K)→ ∀n ≤ K (‖p− Tnp‖ < ε))

as well as a modulus ν : (0,∞)2 → (0,∞) such that

(†)2 ∀ε, b > 0 ∀n ∈ N ∀p ∈ X (‖p‖ ≤ b ∧ ‖p− Tnp‖ < ν(ε, b)→ ‖p− Tp‖ < ε) .

If such moduli exist, we say that (Tn) and T satisfy the uniform NST condition.
As we will discuss later, such moduli can in particular be explicitly computed for the resolvents relative to

f , thereby allowing applications to a Halpern-type proximal point algorithm.

Theorem 6.9. Let (αn) ⊆ (0, 1] converge to zero with a rate σ and, for any n, let αn be such that 0 < αn ≤ αn
and define α̃n := min{αi | i ≤ n}. Let f be sequentially consistent with a modulus of consistency ρ. Let
S : (0,∞)× N→ N be nondecreasing in the right argument such that

∀m ∈ N, ε > 0

S(ε,m)∏
k=m

(1− αk) ≤ ε

 .

Let (Tn) be a sequence of uniformly Bregman strongly nonexpansive maps and T be another uniformly Bregman
strongly nonexpansive map with a common strong BSNE-modulus ω and a common derived modulus ω′. Let
each Tn and T be bounded on bounded sets with a common modulus E and let p0 ∈ X be a common fixed point
of all Tn and T . Let o be a modulus of boundedness for Df . Let ∇f and f be bounded on bounded sets with
moduli C, D, respectively. Let b ∈ N∗ with

b ≥ ‖p0‖ , Df (p0, u), ‖u‖ , Df (p0, x0)

and define

b̂ := max{b, C(b), o(b, b), E(o(b, b)), C(E(o(b, b))), C(o(b, b)),

D(b) +D(E(o(b, b))) + (b+ E(o(b, b)))C(E(o(b, b))),

D(b) +D(o(b, b)) + (b+ o(b, b))C(o(b, b)), 2D(b) + 2bC(b)}.
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Let ω∇f
∗
, ωf be moduli of uniform continuity of ∇f∗, f , respectively. Let further ∆ be a modulus witnessing

that Df (·, u) is uniformly Fréchet differentiable on bounded subsets with derivative x 7→ ∇fx−∇fu as in Lemma
6.5. Assume that we have a modulus µ : (0,∞)2 × N→ (0,∞) such that

∀ε, b > 0,K ∈ N, p ∈ X (‖p‖ ≤ b ∧ ‖p− Tp‖ < µ(ε, b,K)→ ∀n ≤ K (‖p− Tnp‖ < ε))

as well as a modulus ν : (0,∞)2 → (0,∞) such that

∀ε, b > 0, n ∈ N, p ∈ X (‖p‖ ≤ b ∧ ‖p− Tnp‖ < ν(ε, b)→ ‖p− Tp‖ < ε) .

For any ε > 0 and g : N→ N as well as ϕ > 0, we define

ψ(ϕ) := min

{
ϕ̃, ω′

(
ϕ̃

8
, b̂

)
, ω′

(
ρ(ε, b̂)

4(Φϕ(ε, g) + gM (Φϕ(ε, g)) + 1)
, b̂

)
, ω′

(
ρ(ε, b̂)α̃(Φϕ(ε,g)+g′M (Φϕ(ε,g)))

2
, b̂

)}
,

ψ̂(ϕ) := µ(ψ(ν(ϕ, b̂)), b̂,Φν(ϕ,̂b)(ε, g) + g′
M

(Φν(ϕ,̂b)(ε, g))),

ψ′(ϕ) := min{ψ̂(ω′(ρ(ϕ,max{b̂, E(̂b)}), b̂)), ω′(ρ(ϕ,max{b̂, E(̂b)}), b̂)},
with

N := max

{
σ

(
ω∇f

∗
(ρ(ε, b̂)/16b̂, b̂)

2b̂

)
, σ

(
min

{
ϕ̃

8b̂
,
ϕ̃

16b̂2
,

1

2b̂
ω∇f

∗
(

min

{
ϕ̃

4b̂
, ωf

(
ϕ̃

4
, b̂

)}
, b̂

)})
, 1

}
where ϕ̃ := ω(ρ(ϕ′, b̂), b̂) and ϕ′ := min{ϕ, ρ(ε, b̂)/16b̂} as well as

Φϕ(ε, g) := K1 + S(ρ(ε, b̂)/8b̂, K1) + 1

with

K0 := g̃′
(d4(̂b+1)/ϕ̃e)

(N), K1 := g̃′
(d8(̂b+1)/ϕ̃e)

(K0),

and g̃′(n) := g′(n) + n where g′(n) := ĝ(n) + 2 for

ĝ(n) := gM
(
n+ S(ρ(ε, b̂)/8b̂, n) + 1

)
+ S(ρ(ε, b̂)/8b̂, n).

Then it holds that

∀ε > 0 ∀g : N→ N ∃n ≤ Φ̂(ε, g) ∀i, j ∈ [n;n+ g(n)] (‖xi − xj‖ < ε)

where

Φ̂(ε, g) := max
{

Φν(ω′(ρ(ψ′(r)(1),max{b̂,E(̂b)}),̂b),̂b)(ε/2, g) | r ≤
⌈
(̂b+ 1)/ε′

⌉}
with

ε′ :=
ρ(ε/2, b̂)

16
min

{
∆(ρ(ε/2, b̂)/32b̂, b̂)

4b̂
, 1/2

}
.

Proof. Let ε and g be given. Using (the proof of) Lemma 6.5, (2), we get that for the above ψ̂, there exists

a p ∈ X with ‖p‖ ≤ b ≤ b̂ and an r ≤
⌈
(̂b+ 1)/ε′

⌉
such that for δ = ω′(ρ(ψ′

(r)
(1),max{b̂, E(̂b)}), b̂) we have

‖Tp− p‖ < ψ̂(δ)

∀q ∈ X
(
‖q‖ ≤ b̂ ∧ ‖Tq − q‖ < δ → 〈q − p,∇f(u)−∇f(p)〉 < ρ(ε/2, b̂)/8

)
.

Then, as

‖Tp− p‖ < ψ̂(δ) = µ(ψ(ν(δ, b̂)), b̂,Φν(δ,̂b)(ε/2, g) + g′
M

(Φν(δ,̂b)(ε/2, g))),

we get

‖Tnp− p‖ < ψ(ν(δ, b̂))

for all n ≤ Φν(δ,̂b)(ε/2, g) + g′
M

(Φν(δ,̂b)(ε/2, g)). Further, if ‖q − Tnq‖ < ν(δ, b̂), we have ‖Tq − q‖ < δ and thus

also

∀q ∈ X
(
‖q‖ ≤ b̂ ∧ ‖Tnq − q‖ < ν(δ, b̂)→ 〈q − p,∇f(u)−∇f(p)〉 < ρ(ε/2, b̂)/8

)
for any n. Lemma 6.8 then yields that

∃n ≤ Φν(δ,̂b)(ε/2, g) ∀i ∈ [n;n+ g(n)] (‖p− xi‖ < ε/2)

as b̂ bounds all the objects involved. After using the triangle inequality, we get the desired claim. �
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In particular, since having a rate of metastability is equivalent to being convergent, the above quantitative
result implies the following (non-quantitative) convergence result. For that, we say that (Tn) and T are com-
monly uniformly Bregman strongly nonexpansive if all Tn and T are uniformly Bregman strongly nonexpansive
with a common strong BSNE-modulus and we say that they are commonly bounded on bounded sets if there
exists a common modulus witnessing that all Tn and T are bounded on bounded sets.

Theorem 6.10. Let X be a real reflexive Banach space and f : X → R be a supercoercive Legendre function
which is bounded, uniformly Fréchet differentiable and totally convex on bounded subsets. Let (Tn) be a sequence
of selfmaps and T be a selfmap such that they are commonly uniformly Bregman strongly nonexpansive and
commonly bounded on bounded sets. Assume that (Tn) and T satisfy the uniform NST condition and that they
posses a common fixed point. Given a u ∈ X, define a sequence xn by x0 := x ∈ X and

xn+1 := ∇f∗ (αn∇fu+ (1− αn)∇fTnxn)

where (αn) ⊆ (0, 1] satisfies limαn = 0 and
∑
αn =∞. Then (xn) is Cauchy.

Further, if we have F (T ) ⊆ F (T ) where F (T ) is the set of all strong asymptotic fixed points (i.e. of all p
such that there is a sequence (pn) with pn → p and ‖pn − Tpn‖ → 0 for n→∞), then (xn) converges strongly

to P fF (T )(u).

Proof. First, note that under the assumptions presented above, all moduli featured in Theorem 6.9 exist and
we shortly discuss this for the assumptions not explicitly covered already: A modulus of consistency ρ exists
for f as f is totally convex on bounded sets using Lemmas 3.7 and 3.8. As f is uniformly Fréchet differentiable
and bounded on bounded sets, ∇f is uniformly continuous on bounded sets by Proposition 2.2 and thus a
corresponding modulus ω∇f exists which allows us to construct a corresponding modulus ωf for the uniform
continuity of f as well as moduli for ∇f , f being bounded on bounded sets using Lemma 3.2. Also, as discussed
in Remark 6.6, ω∇f can be used to construct the modulus ∆ featured in Theorem 6.9. Now, as discussed in
Remark 3.13, f being totally convex on bounded sets implies f∗ being uniformly Fréchet differentiable and
thus ∇f∗ being uniformly continuous as f is supercoercive (again using Proposition 2.2). Thus a corresponding
modulus ω∇f

∗
exists. Lastly, a modulus of boundedness for Df exists as well and can be constructed as discussed

in Remark 3.14.
So Theorem 6.9 applies and we therefore get

∀ε > 0 ∀g : N→ N ∃n ∈ N ∀i, j ∈ [n;n+ g(n)] (‖xi − xj‖ < ε) .

Thus (xn) is Cauchy as if not, there exists an ε > 0 such that for any n, there exists an m such that
‖xn − xn+m‖ ≥ ε. Pick g(n) = m for such an m. Then this ε and g refute the above property. Now, as
(xn) is Cauchy, it converges to a limit x.

To see that this limit is indeed the projection P fF (T )(u), let Ω(ε, b) be a modulus of uniform continuity on

bounded sets for the function p 7→ 〈y − p,∇fu−∇fp〉 uniform in ‖u‖ , ‖y‖ ≤ b.9 Now, let ε > 0 be given and
let K be so large that

∀m ≥ K
(
‖xm − x‖ <

1

2
Ω
(ε

2
, b̂
))

.

Now, for ε′ := 1/2Ω(ε/2, b̂), we can use Lemma 6.5 to choose a p ∈ X and a δ with ‖p‖ ≤ b̂ and ‖p− Tp‖ < ψ̂(δ)
as well as

∀q ∈ X
(
‖q‖ ≤ b̂ ∧ ‖q − Tq‖ < δ → 〈q − p,∇fu−∇fp〉 < ρ(ε′, b̂)/8

)
.

Then, using this p and reasoning as in the proof of Theorem 6.9, we can apply Lemma 6.8 to g(n) := K and

ε′ which yields an n ≥ K such that ‖p− xn‖ < ε′ = 1/2Ω(ε/2, b̂). That n ≥ K holds in particular yields

‖p− x‖ < Ω(ε/2, b̂). Let w.l.o.g. ρ(ε, b) ≤ ε and Ω(ε, b) ≤ ε. Then we in particular have

〈q − p,∇fu−∇fp〉 < ε/2

for any q with ‖q‖ ≤ b̂ and ‖q − Tq‖ < δ. Thus

〈q − x,∇fu−∇fx〉 < ε

for all such q.
If now q = Tq, then we get 〈q − x,∇fu−∇fx〉 < ε for all ε > 0, i.e.

∀q ∈ F (T ) (〈q − x,∇fu−∇fx〉 ≤ 0) .

9It can be easily seen that such a modulus Ω can actually be constructed from ω∇f .
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Further, if we assume that F (T ) ⊆ F (T ), then x is also fixed point of T . For this, we reason as in the proof of
Lemma 6.7 and derive that

‖∇fxn+1 −∇fTnxn‖ = αn ‖∇fu−∇fTxn‖ → 0

as αn → 0 and as ∇fTxn is bounded since xn is bounded and since T and ∇f are bounded on bounded sets.
Thus ‖xn+1 − Tnxn‖ → 0 and therefore also ‖xn − Tnxn‖ → 0 as xn → x. As (Tn) and T satisfy the uniform
NST condition, we get ‖xn − Txn‖ → 0. As ‖xn − x‖ → 0, this yields x ∈ F (T ) ⊆ F (T ). Combined, this yields

that x = P fF (T )(u) (recall the discussion before Lemma 6.5). �

Remark 6.11. The above result in particular contains the previous Theorem 6.1 for uniformly Bregman strongly
nonexpansive maps T by picking Tn = T . Naturally T is bounded on bounded sets as F (T ) 6= ∅ and as T is
Bregman quasi-nonexpansive. However, note that in the context of uniformly Bregman strongly nonexpansive

maps T , the assumption that F̂ (T ) ⊆ F (T ) was properly weakened through the analysis to F (T ) ⊆ F (T ).

Using this theorem, we will in particular be able to derive the strong convergence of the Halpern-type proximal
point algorithm together with other interesting instantiations that will be discussed in the following section.

7. Special cases and instantiations

We are now concerned with the range of the above results. For that, this section discusses how the above
(quantitative) results can be instantiated in various ways so that they apply to many other well-known methods
in the context of Bregman distance. Concretely, we obtain quantitative strong convergence results for Halpern-
type variants of the method of cyclic Bregman projections, of the proximal point algorithm and of a method
for finding common zeros of maximally monotone operators as discussed by Naraghirad [40] as well as for a
Halpern-Mann-type iteration of Bregman strongly nonexpansive maps [67].

In particular, we show how the Halpern-Mann type iteration presented in [67] can be recognized as an in-
stantiation of the Halpern-iteration considered before for a family of uniformly Bregman strongly nonexpansive
maps. Further, inspired by the recent considerations [18] on the relationship between modified Halpern methods
in the sense of [20, 24] and Tikhonov-Mann type methods as developed by [8, 19, 64], we use this instantiation
to even provide a strong convergence result for a new Tikhonov-Mann type iteration of Bregman strongly non-
expansive maps which provides a suitable lift of such iterations to this Bregman context.

Beyond the examples discussed here, we want to mention that the previous results can also be used to obtain
similar quantitative strong convergence results for Halpern-type variants of special cases of a method solving
operator equations due to Butnariu and Resmerita [16] as well as of special cases of the forward-backward
Bregman splitting method discussed by Búi and Combettes [13] (see also Van Nguyen [41]), at least in the
context of specific operators induced by uniformly Bregman strongly nonexpansive mappings, but we do not
explore this here further at any depth.

In any way, all these results in particular show that the additional requirement in the previous theorems that
the maps are even uniformly Bregman strongly nonexpansive is practically of lesser significance as most maps
encountered in the literature that are Bregman strongly nonexpansive are already uniformly Bregman strongly
nonexpansive.

7.1. Cyclic projections. A first readily defined instantiation of Theorem 6.10 on the Halpern-iteration is that
obtained by using the cyclic projection operator

T := P fΩk
◦ · · · ◦ P fΩ1

where P fΩj
is the Bregman projection onto a given nonempty closed convex set Ωj for j = 1, . . . , k. Assume that

Ω1∩· · ·∩Ωk 6= ∅. Then this operator T is uniformly Bregman strongly nonexpansive since every projection P fΩj

is even Bregman firmly nonexpansive and moduli for the Bregman strong nonexpansivity of T can be calculated
from the moduli of the factors by following Theorem 4.16 as well as Lemma 4.9. For this, note further that by

Ω1 ∩ · · · ∩Ωk 6= ∅, using Lemma 4.6, each P fΩj
and thus T is bounded on bounded sets. Further, note that any

Bregman firmly nonexpansive map that is bounded on bounded sets actually possesses a modulus of uniform
closedness if ∇f is uniformly continuous on bounded subsets as well as uniformly strictly monotone (the latter
of which, recalling the discussion from Remark 3.13, follows from the assumption that f is totally convex on

bounded sets) as by Lemma 4.14, each such map is then uniformly continuous on bounded subsets. Thus P fΩj
is
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uniformly continuous on bounded subsets. In particular, from a corresponding (common) modulus of uniform
continuity, a (common) modulus κ of uniform closedness can be immediately defined. Note that through the

uniform continuity of each P fΩj
, also T is uniformly continuous on bounded sets and thus also T possesses a

modulus of uniform closedness which in particular yields that F (T ) ⊆ F (T ).

Combining this with Theorem 6.10, we get the following corollary on a Halpern-type variant of the method
of cyclic projections (where we can identify the limit as the corresponding projection as we have previously
established F (T ) ⊆ F (T )).

Theorem 7.1. Let X be a real reflexive Banach space and f : X → R be a supercoercive Legendre function
which is bounded, uniformly Fréchet differentiable and totally convex on bounded subsets. Let Ω1, . . . ,Ωk be
nonempty closed convex sets and assume that Ω1 ∩ · · · ∩ Ωk 6= ∅. Given a u ∈ X, define a sequence xn by
x0 := x ∈ X and

xn+1 := ∇f∗
(
αn∇fu+ (1− αn)∇fP fΩk

◦ · · · ◦ P fΩ1
xn

)
where (αn) ⊆ (0, 1] satisfies limαn = 0 and

∑
αn = ∞. Then (xn) converges strongly to P fF (T )(u) for T =

P fΩk
◦ · · · ◦ P fΩ1

.
In particular, a rate of metastability can be calculated using Theorem 6.9 together with Lemmas 4.6 and 4.9

as well as Theorems 4.16 and 4.15.

7.2. The proximal point algorithm. We are now concerned with a Halpern-type variant of the proximal
point algorithm for a maximally monotone operator A with resolvents Resfγ as before. Concretely, for a given
u and x0, we consider the sequence (cf. also [58])

(∗∗) xn+1 := ∇f∗(αn∇fu+ (1− αn)∇fResfrnxn)

for a given additional sequence rn that satisfies

0 < r̄ := inf{rn | n ∈ N}.
To show that the previous results contained in Theorems 6.9 and 6.10 apply here, we will in the following

provide concrete instantiations for the moduli µ and ν for the concrete choices of Tn = Resfrn and T = Resfr̄ .

For this, we will however need some further facts about the resolvent relative to f . It is straightforward to
show that the set of fixed points of any Resfγ equals to the set of zeros A−10 of the operator A. The following
lemma provides a quantitative result for one of the directions of the equivalence.

Lemma 7.2. Let η̂ be a modulus of uniform strict monotonicity of ∇f on bounded sets. Given γ > 0 and ε > 0,
let (x, y) ∈ A with b > 0 such that b ≥ ‖x‖ , ‖Resfγx‖, γ. If we have ‖y‖ < η̂(ε, b)/2b2, then ‖x− Resfγx‖ < ε.

Proof. By monotonicity of A, we have 〈Resfγx− x,Afγx− y〉 ≥ 0 and thus

〈x− Resfγx,∇fx−∇fResfγx〉 ≤ γ〈x− Resfγx, y〉 ≤ γ(‖x‖+ ‖Resfγx‖) ‖y‖ ≤ 2b2 ‖y‖ .

Thus ‖y‖ < η̂(ε, b)/2b2 implies ‖x− Resfγx‖ < ε by the assumptions on η̂. �

The following lemma due to Reich and Sabach provides a crucial relation between the resolvent relative to f
and the Bregman distance associated with f .

Lemma 7.3 ([49, 50]). Let A be maximally monotone and assume that A−10 6= ∅. Then

Df (u,Resfγx) +Df (Resfγx, x) ≤ Df (u, x)

for all γ > 0, u ∈ A−10 and x ∈ X.

In particular, we will in the following rely on a quantitative version of this result as given in the next lemma.

Lemma 7.4. Let ω∇f (ε, b) ≤ ε be a modulus of uniform continuity of ∇f on bounded subsets. Let x, y ∈ X
and r, s > 0 be given such that b ≥ ‖x‖ , ‖Resfsx‖, ‖y‖ , ‖Resfr y‖. Then for any ε > 0, if∥∥x−Resfsx∥∥ < ω∇f

( ε

2E
, b
)

for E ≥ max{2b, rs−12b},

then we have

Df (x,Resfr y) +Df (Resfr y, y) < Df (x, y) + ε.
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A proof of the above result can be found in the appendix.

As a concrete instantiation of Theorem 6.10, we now obtain the following (cf. Theorem 5.1 in [58]):

Theorem 7.5. Let X be a real reflexive Banach space and f : X → R be a supercoercive Legendre function
which is bounded, uniformly Fréchet differentiable and totally convex on bounded subsets. Let A be a maximally
monotone operator with resolvents Resfγ and assume that A−10 6= ∅. Given a u ∈ X, define a sequence xn by
x0 := x ∈ X and

xn+1 := ∇f∗(αn∇fu+ (1− αn)∇fResfrnxn)

where (αn) ⊆ (0, 1] satisfies limαn = 0 and
∑
αn =∞ and where (rn) ∈ (0,∞) satisfies 0 < r̄ := inf{rn | n ∈

N}. Then (xn) converges strongly to P fA−10(u).
In particular, a rate of metastability can be calculated using Theorem 6.9 together with Lemmas 4.6 and 4.9

and with moduli

µ(ε, b,K) := ω∇f (ρ(ε, b̂)/2E′(K), b̂) and ν(ε, b) := ω∇f (ρ(ε, b̂)/4b̂, b̂)

for the uniform NST condition where E′(K) := max{2b̂, R(K)r̄−12b̂} and b̂ := max{b, E(b)} as well as R(n) :=

max{rk | k ≤ n} and where E is a modulus for Resfγ being bounded on bounded sets.

Proof. Note that using Lemmas 4.6 and 4.9 as well as A−10 = F(Resfr ) for any r > 0, it is immediate that the

Resfrn and Resfr̄ are commonly uniformly Bregman strongly nonexpansive and commonly bounded on bounded
sets and corresponding moduli can be calculated. This also yields that a modulus of uniform closedness exists

for F (Resfr̄ ).

The only thing left to prove is that the constructed µ and ν witness the uniform NST condition for Tn =

Resfrn and T = Resfr̄ . By Lemma 7.4, we get that ‖x − Resfsx‖ < ω∇f (ε/2E′, b̂) for ‖x‖ ≤ b implies that

Df (x,Resfrx) < ε for E′ ≥ max{2b̂, rs−12b̂} and b̂ = max{b, E(b)}. In particular, we have ‖x − Resfrx‖ < ε

for any x with ‖x‖ ≤ b and ‖x − Resfsx‖ < ω∇f (ρ(ε, b̂)/2E′, b̂). So, for s ≥ r we get for ‖x‖ ≤ b and

‖x − Resfsx‖ < ω∇f (ρ(ε, b̂)/4b̂, b̂) that ‖x − Resfrx‖ < ε. Therefore, as r̄ ≤ rn for all n, we get that ν indeed
satisfies (†)2 for the given Tn and T .

Further, assuming that ‖x − Resfr̄x‖ < µ(ε, b,K), we get by the above that ‖x − Resfrnx‖ < ε as E′(K) =

max{2b̂, R(K)r̄−12b̂} ≥ max{2b̂, rnr̄−12b̂} for n ≤ K. Thus µ satisfies (†)1 for the given Tn and T . �

7.3. Finding common zeros of maximally monotone operators. Another readily defined instantiation
of Theorem 6.10 on the Halpern-iteration is that of finding common zeros of a finite collection (Ai)i=1,...,N of

maximally monotone operators with A−1
1 0 ∩ · · · ∩A−1

N 0 6= ∅. Similar to the idea in [40], we in that context can
consider a composite operator

Tx := ∇f∗
N∑
i=1

wi∇fResfAi
x

for weights wi ∈ (0, 1) such that
∑N
i=1 wi = 1. Then T is a block operator in the sense of [37, 38] (as also

discussed in the previous sections) and moduli for the uniform Bregman strong nonexpansivity for this operator
can be calculated from the moduli of the summands following Theorem 4.20. From Lemma 4.18, also a modulus

for T being bounded on bounded sets can be calculated from corresponding moduli for ∇f,∇f∗ and ResfAi
being

bounded on bounded sets (using Lemma 4.6, the latter of which in particular exists as A−1
1 0 ∩ · · · ∩ A−1

N 0 6= ∅
and as any ResfAi

is Bregman firmly nonexpansive and thus Bregman quasi-nonexpansive). Lastly, note that by

Lemma 4.14, each ResfAi
is uniformly continuous on bounded sets and it is easy to see that, since ∇f , ∇f∗ are

also uniformly continuous, this extends to T as well. Therefore, a corresponding modulus of uniform closedness
exists for F (T ).

Combining this with Theorem 6.10, we get the following corollary on the approximation of common zeros:

Theorem 7.6. Let X be a real reflexive Banach space and f : X → R be a supercoercive Legendre function
which is bounded, uniformly Fréchet differentiable and totally convex on bounded subsets. Let A1, . . . , AN be

maximally monotone operators with resolvents ResfAi
at parameter 1. Assume that A−1

1 0 ∩ · · · ∩ A−1
N 0 6= ∅.
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Given a u ∈ X, define a sequence xn by x0 := x ∈ X and

xn+1 := ∇f∗
(
αn∇fu+ (1− αn)

N∑
i=1

wi∇fResf
Ai
xn

)
where (αn) ⊆ (0, 1] satisfies limαn = 0 and

∑
αn = ∞ and where the wi ∈ (0, 1) are such that

∑N
i=1 wi = 1.

Then (xn) converges strongly to P fF (T )(u) for T defined as above.

In particular, a rate of metastability can be calculated using Theorem 6.9 together with Lemmas 4.6 and 4.9
as well as Theorems 4.20 and 4.19.

7.4. Modified-Halpern, Tikhonov-Mann and Halpern-Mann type methods. In this last subsection,
we are concerned with a few generalizations of Halpern-type iterations that incorporate elements from Mann-
type iterations. The first such generalization that we consider is the modified Halpern iteration as introduced
in [24] (see also [20])

xn+1 := γnu+ (1− γn)(αnxn + (1− αn)Txn)

where (γn) and (αn) are sequences in [0, 1] and T : X → X is a given mapping. Such a type of iteration has
been considered for Bregman strongly nonexpansive maps in [67] under the name of Halpern-Mann iterations.
Concretely, in [67] the authors proved the strong convergence of the iteration

xn+1 := ∇f∗(αn∇fu+ (1− αn)(βn∇fxn + (1− βn)∇fTxn))

under the scalar conditions that (αn) and (βn) are sequences in (0, 1) satisfying

(1) αn → 0 for n→∞,
(2)

∑
αn = +∞,

(3) 0 < lim inf βn ≤ lim supβn < 1.

We begin by showing that for uniformly Bregman strongly nonexpansive maps, the convergence of this
iteration can be derived by our previous result for families of maps. For this, note first that the above iteration
is nothing else but a usual Halpern-type iteration of the family of operators

Tnx := ∇f∗(βn∇fx+ (1− βn)∇fTx)

Assume F (T ) 6= ∅. Then these operators, being block operators, are uniformly Bregman strongly nonexpansive
and using Theorem 4.20, we can construct even a common strong BSNE-modulus from a strong BSNE-modulus
of T using the assumption of a fixed point for T . Note however that for this, condition (3) is not needed at all
and βn ∈ [0, 1] can be permitted. Also note that the Tn together with T are commonly bounded on bounded
sets by using Lemmas 4.18 and 4.6 together with the assumption of a fixed point for T .

To see that this sequence is permissible for our Halpern-type iteration for families of maps, we need to again
provide concrete instantiations of the moduli µ and ν witnessing the uniform NST condition for the choice of
these Tn together with the map T . For this, it is rather immediately clear that given moduli E, C, F for T , ∇f ,
∇f∗ being bounded on bounded sets as well as a modulus of consistency ρ and a modulus of reverse consistency
P , one has that

µ(ε, b,K) := P (ρ(ε,max{b, F (C(E(b)))}),max{b, E(b)})
suffices as we immediately have for given ε, b > 0 and p ∈ X with ‖p− Tp‖ < µ(ε, b,K) that

Df (p, Tnp) ≤ (1− βn)Df (p, Tp) ≤ Df (p, Tp) < ρ(ε,max{b, F (C(E(b)))})
so that ‖p− Tnp‖ < ε.
For ν, assume that we have an Nβ and a β < 1 with βn ≤ β for all n ≥ Nβ (witnessing lim supn βn < 1), a
modulus of consistency ρ, a modulus of uniform continuity of Df in its second argument ξ, a BSNE-modulus ω
for T , moduli E, C, F for T , ∇f , ∇f∗ being bounded on bounded sets, and a fixed point of T named p0 with
b ≥ ‖p0‖. Then by Theorem 4.19: for any x with ‖x‖ ≤ b, we have

‖x− Tnx‖ < ξ
(

(1− β)ω(ρ(ε, b̂), b), b̂
)
→ ‖x− Tx‖ < ε

for n ≥ Nβ where b̂ := max{b, E(b), F (C(E(b)))} so that

ν(ε, b) := ξ
(

(1− β)ω(ρ(ε, b̂), b), b̂
)

suffices (after suitably shifting the sequence with Nβ). Combined, we thus derive the following result from
Theorem 6.10.
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Theorem 7.7. Let X be a real reflexive Banach space and f : X → R be a supercoercive Legendre function
which is bounded, uniformly Fréchet differentiable and totally convex on bounded subsets. Let T be uniformly
Bregman strongly nonexpansive with F (T ) 6= ∅. Given a u ∈ X, define a sequence xn by x0 := x ∈ X and

xn+1 := ∇f∗(αn∇fu+ (1− αn)(βn∇fxn + (1− βn)∇fTxn))

where (αn) ⊆ (0, 1] satisfies limαn = 0 and
∑
αn = ∞ and where (βn) ⊆ [0, 1) satisfies lim supβn < 1. If

F (T ) ⊆ F (T ), then (xn) converges strongly to P fF (T )(u).

In particular, a rate of metastability can be obtained by suitably instantiating the rate given in Theorem 6.9
using Theorems 4.20 and 4.19 as well as the above moduli for µ and ν.

In particular, with this theorem we reobtain the strong convergence result for this iteration established in
[67] (recall for this Remark 6.11) for uniformly Bregman strongly nonexpansive maps. However, the assumption
(3) presented above which features in [67] could be substantially weakened to lim supβn < 1 which in particular
allows βn = 0 for all n. Thus, in the above iteration, the Mann-part can be ‘deactivated’ and the original
Halpern-type result can be reobtained, contrary to [67].

The other generalization of Halpern’s method which we consider is an iteration of Tikhonov-Mann type. In
the usual metric case, this type of iteration takes the form of

yn+1 := (1− λn)((1− βn)u+ βnxn) + λnT ((1− βn)u+ βnxn)

as defined in [19] where (λn), (βn) are sequences in [0, 1] and T : X → X is a again a given mapping. In
particular, for u = 0, this iteration becomes the modified Mann iteration as studied in [64] and rediscovered in
the seminal work by Boţ, Csetnek and Meier [8]. For these types of iterations, we can now prove a (new) strong
convergence result for the following natural analog in the context of uniformly Bregman strongly nonexpansive
maps:

yn+1 := ∇f∗(βn∇fun + (1− βn)∇fTun) with un := ∇f∗(αn∇fu+ (1− αn)∇fyn).

As discussed in [18], methods of a modified Halpern type as well as methods of a Tikhonov-Mann type in both
a normed and a hyperbolic context are closely related and in fact can be translated into each other.

By suitably adapting the arguments from [18] to this Bregman case, we arrive at the following result (which
is similar to Proposition 3.2 in [18]):

Lemma 7.8. Define the iterations

xn+1 := ∇f∗(αn+1∇fu+ (1− αn+1)∇fvn) with vn := ∇f∗(βn∇fxn + (1− βn)∇fTxn))

as well as

yn+1 := ∇f∗(βn∇fun + (1− βn)∇fTun) with un := ∇f∗(αn∇fu+ (1− αn)∇fyn).

If x0 = ∇f∗(α0∇fu+ (1− α0)∇fy0), then for any n ∈ N: un = xn and yn+1 = vn.

Proof. The proof is by induction on n. For n = 0, it follows by the definition of u0 as well as the assumption
on x0 that x0 = u0. From that, we get

y1 = ∇f∗(β0∇fu0 + (1− β0)∇fTu0) = ∇f∗(β0∇fx0 + (1− β0)∇fTx0) = v0.

For the induction step, suppose now that un = xn and yn+1 = vn. Then

xn+1 = ∇f∗(αn+1∇fu+ (1− αn+1)∇fvn) = ∇f∗(αn+1∇fu+ (1− αn+1)∇fyn+1) = un+1,

where the second equality follows by induction hypothesis. Further, we thus have

yn+2 = ∇f∗(βn+1∇fun+1 + (1− βn+1)∇fTun+1) = ∇f∗(βn+1∇fxn+1 + (1− βn+1)∇fTxn+1) = vn+1.

�

Together with the above theorem, this allows us to derive the following new strong convergence result:

Theorem 7.9. Let X be a real reflexive Banach space and f : X → R be a supercoercive Legendre function
which is bounded, uniformly Fréchet differentiable and totally convex on bounded subsets. Let T be uniformly
Bregman strongly nonexpansive with F (T ) 6= ∅. Given a u ∈ X, define a sequence yn by y0 := y ∈ X and

yn+1 := ∇f∗(βn∇fun + (1− βn)∇fTun) with un := ∇f∗(αn∇fu+ (1− αn)∇fyn)

where (αn) ⊆ (0, 1] satisfies limαn = 0 and
∑
αn = ∞ and where (βn) ⊆ [0, 1) satisfies lim supβn < 1. If

F (T ) ⊆ F (T ), then (yn) converges strongly to P fF (T )(u).

In particular, a rate of metastability can be obtained by suitably translating the rate from Theorem 7.7.
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Proof. It suffices to show that given a rate of metastability Ω for the sequence xn as defined in Theorem 7.7
(with αn+1 instead of αn), i.e. Ω satisfying

∀ε > 0, g : N→ N ∃n ≤ Ω(ε, g) ∀i, j ∈ [n;n+ g(n)] (‖xi − xj‖ < ε) ,

we can construct a rate of metastability for yn.
For this, note first that ‖yn − un‖ → 0 for n→∞ and we can witness this limit even by a rate of convergence.

To see this, let b̄ be such that b̄ ≥ Df (yn, u), ‖yn‖ , ‖un‖ for all n.10 Let σ be a rate of convergence for αn → 0
as before. Then we get

Df (yn, un) ≤ αnDf (yn, u) + (1− αn)Df (yn, yn) = αnDf (yn, u)

so that for n ≥ σ(ε/b̄), we have Df (yn, un) < ε. In particular, for n ≥ σ(ρ(ε, b̄)/b̄) we get ‖yn − un‖ < ε.
We can now construct a rate of metastability for yn given one for xn. At first, using Lemma 7.8, we get

un = xn for all n so that Ω is also a rate of metastability for un. Then

‖yi − yj‖ ≤ ‖yi − ui‖+ ‖ui − uj‖+ ‖uj − yj‖

and by reasoning similar to [18], it can be rather immediately seen that Ω′ defined by

Ω′(ε, g) := Ω̃(ε/3, g, σ(ρ(ε/3, b̄)/b̄)),

Ω̃(ε, g, q) := Ω(ε, gq) + q with gq(n) := g(n+ q) + q,

is therefore a rate of metastability for yn. �

8. A rate of convergence for the asymptotic regularity of the Halpern-type proximal
point algorithm

We now turn back to the Halpern-type proximal point algorithm studied before. For that, we again fix a
maximally monotone operator A with resolvents Resfγ and for given u and x0, we consider the sequence (xn)
previously defined in (∗∗), i.e.

xn+1 := ∇f∗(αn∇fu+ (1− αn)∇fResfrnxn),

where rn is assumed to satisfy 0 < r̄ := inf{rn | n ∈ N}. The convergence proof of this algorithm as studied
before relies on an argument revolving around a case distinction and (essentially) because of this, we are not
able to derive full rates of convergence for the asymptotic regularity relative to the resolvents, i.e. rates for the
convergence ∥∥∥xn − Resfγxn

∥∥∥→ 0 (n→∞)

for γ > 0. In this final section, we consider this method under the additional condition rn →∞ (conceptually
similar to the work of Kohsaka and Takahashi [32]) for which we are able to derive full rates of convergence
for the asymptotic regularity relative to the resolvents in the above sense. In the case of Hilbert spaces with
the ordinary Halpern-type proximal point algorithm induced by a maximally monotone operator, such a rate
of convergence (in the context of the assumption of rn →∞ similar to here) was first given by Pinto in [42].

For this, we begin with the following preliminary result:

Lemma 8.1. Let b ≥ ‖u‖ , ‖xn‖ ,
∥∥∥Resfrnxn

∥∥∥ for all n with (xn) defined as above and let σ be a rate of conver-

gence for αn → 0 as n→∞. Let further C be a modulus for ∇f being bounded on bounded sets. Then, for any
ε > 0:

∀n ≥ σ
(

ε

2C(b)

)(∥∥∥∇fxn+1 −∇fResfrnxn

∥∥∥ < ε
)
.

In particular, if ω∇f
∗

is a modulus of uniform continuity for ∇f∗ on bounded subsets, then for any ε > 0:

∀n ≥ σ
(
ω∇f

∗
(ε, C(b))

2C(b)

)(∥∥∥xn+1 − Resfrnxn

∥∥∥ < ε
)
.

10Such a b̄ can naturally be constructed from a b ≥ Df (p, u), Df (p, y0) for a given fixed point p together with a modulus of

boundedness for Df and moduli for ∇f , f being bounded on bounded sets. We omit the details.
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Proof. As before, we have∥∥∥∇fxn+1 −∇fResfrnxn

∥∥∥ = αn

∥∥∥∇fu−∇fResfrnxn

∥∥∥ ≤ αn2C(b).

It immediately follows from the assumption on σ that ‖∇fxn+1−∇fResfrnxn‖ < ε for all n ≥ σ(ε/2C(b)). The
second part of the lemma is immediate. �

Theorem 8.2. Let γ > 0 be given. Assume that b > 0 is such that

b ≥ ‖u‖ , ‖xn‖ , ‖Resfrnxn‖, γ, ‖ResfγResfrnxn‖, ‖Resfγxn‖

for all n with (xn) defined as above. Let P be a modulus of reverse consistency. Assume that η̂ is a modulus of
uniform strict monotonicity of ∇f on bounded sets and let ρ be a modulus of consistency for f . Let further C
be a modulus for ∇f being bounded on bounded sets and let σ be a rate of convergence for αn → 0 as n → ∞.
Let τ be a rate of divergence for rn →∞ as n→∞, i.e. ∀E > 0 ∀n ≥ τ(E) (rn > E). Let ω∇f

∗
be a modulus

of uniform continuity for ∇f∗ on bounded subsets and let ω∇f (ε, b) ≤ ε be a modulus of uniform continuity of
∇f on bounded subsets. Then for any ε > 0:

∀n ≥ Φ(ε)
(∥∥∥xn+1 − Resfγxn+1

∥∥∥ < ε
)

where

Φ(ε) := max

{
τ

 2C(b)

χ
(
ω∇f

(
ρ(ω∇f (ω∇f∗ (ε,C(b))/2,b),b)

8b , b
))
 ,

ϕ

(
P

(
ρ(ω∇f (ω∇f

∗
(ε, C(b))/2, b), b)

2
, b

))
, σ

(
ω∇f

∗
(ε, C(b))/2

2C(b)

)}
and

χ(ε) :=
η̂(ε, b)

2b2
, ϕ(ε) := σ

(
ω∇f

∗
(ε, C(b))

2C(b)

)
.

Proof. Note that ∥∥Afrnxn∥∥ =
1

rn

∥∥∥∇fxn −∇fResfrnxn

∥∥∥ ≤ 2C(b)

rn

and thus for any ε > 0 and any n ≥ τ (2C(b)/ε), we have ‖Afrnxn‖ < ε. Therefore, since Afrnxn ∈ A(Resfrnxn),

we have that n ≥ τ (2C(b)/χ(ε)) implies ‖Resfrnxn − ResfγResfrnxn‖ < ε by Lemma 7.2. Therefore, we have for

n ≥ τ

(
2C(b)

χ(ω∇f
(
ε
8b , b

)
)

)
that ‖Resfrnxn − ResfγResfrnxn‖ < ω∇f (ε/8b, b), and thus Df (Resfrnxn,Resfγxn+1) ≤ Df (Resfrnxn, xn+1) + ε/2
in that case by Lemma 7.4 (with s := r := γ and using E := 2b). Now, for

n ≥ max

{
τ

(
2C(b)

χ(ω∇f
(
ε
8b , b

)
)

)
, ϕ(P (ε/2, b))

}
we get Df (Resfrnxn,Resfγxn+1) ≤ Df (Resfrnxn, xn+1)+ε/2 from before as well as that Df (Resfrnxn, xn+1) < ε/2

by Lemma 8.1 and the assumption on P . Thus in that case, we also have Df (Resfrnxn,Resfγxn+1) < ε. Thus
for

n ≥ max

τ
 2C(b)

χ
(
ω∇f

(
ρ(ε,b)

8b , b
))
 , ϕ(P (ρ(ε, b)/2, b))


we get ‖Resfrnxn − Resfγxn+1‖ < ε using the assumption on ρ. Now, note that

‖∇fxn+1 −∇fResγxn+1‖ ≤ αn
∥∥∥∇fu−∇fResfrnxn

∥∥∥+
∥∥∥∇fResfrnxn −∇fResfγxn+1

∥∥∥
≤ αn2C(b) +

∥∥∥∇fResfrnxn −∇fResfγxn+1

∥∥∥
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Thus, for

n ≥ max

τ
 2C(b)

χ
(
ω∇f

(
ρ(ω∇f (ε/2,b),b)

8b , b
))
 , ϕ

(
P

(
ρ(ω∇f (ε/2, b), b)

2
, b

))
, σ

(
ε/2

2C(b)

)
we get ‖∇fxn+1 −∇fResfγxn+1‖ < ε. This gives the claim using ω∇f

∗
. �

Corollary 8.3. In the context of the assumptions of the above Theorem 8.2, we have for any ε > 0 that

∀n ≥ Φ(ω∇f (ε, b)) ∃z ∈ X
(
‖z‖ < ε and z ∈ A(Resf1xn+1)

)
where Φ is as in Theorem 8.2 (with γ = 1).

Proof. Using Theorem 8.2, we get ‖∇fxn+1−∇fResf1xn+1‖ < ε for any n ≥ Φ(ω∇f (ε, b)). By definition of the

relativized resolvent Resf1 , we get ∇fxn+1 − ∇fResf1xn+1 ∈ AResf1xn+1 and this yields the above result with

z = ∇fxn+1 −∇fResf1xn+1. �

Remark 8.4. Some of the moduli featuring in the assumptions of the above Theorem 8.2 can be derived from a
smaller set of core moduli via very simple transformations: From a modulus ω∇f for the uniform continuity of
∇f on bounded subsets, we can construct a modulus C for ∇f being bounded on bounded sets using Lemma
3.2. Using Lemma 3.10, we can derive a modulus of reverse consistency P from C. Alternatively to assuming
a modulus η̂ for the uniform strict monotonicity of ∇f , we could assume a modulus η for the uniform strict
convexity of f from which we can immediately reobtain an η̂ (using Lemma 3.4) and from which one can easily
derive a modulus of consistency ρ (as discussed in Remark 3.13). So one can define the resulting rate already
in terms of the moduli b, η, σ, τ, ω∇f and ω∇f∗. As before, a b bounding all objects involved can be constructed
using the range of moduli discussed before together with some simple initial bounds but we refrain from spelling
this out in more detail.
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[18] H. Cheval, U. Kohlenbach, and L. Leuştean. On modified Halpern and Tikhonov-Mann iterations. Journal of Optimization

Theory and Applications, 197:233–251, 2023.
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Appendix

Proof of Theorem 4.15 (compare also [27]). Note first that

(0) χb(n, ε) ≤ min{ρ(κ(ε, b), b), ρ(ε, b)}.
Also note that every Tk is in particular Bregman quasi-nonexpansive w.r.t. p. We show by induction on
1 ≤ k ≤ N that Df (Tk ◦ · · · ◦ T1x, x) < χb(k − 1, ε) implies ‖x− Tix‖ < ε for 1 ≤ i ≤ k. For k = 1, the
statement trivially holds since χb(0, ε) ≤ ρ(ε, b). So let 1 < k ≤ N and assume that the claim holds for k − 1
and that

Df (Tk ◦ · · · ◦ T1x, x) < χb(k − 1, ε)

= min{ρ(ξ(ω(min{θ(χb(k − 2, ε), b), ρ(κ(ε, b), b)}, b), b), b), χb(k − 2, ε), θ(χb(k − 2, ε), b)}.(1)

For y = Tk−1 ◦ · · · ◦ T1x, we have

(2) ‖x− Tky‖ < ξ(ω(min{θ(χb(k − 2, ε), b), ρ(κ(ε, b), b)}, b), b).

Hence by (2), the assumption on ξ and p ∈
⋂k
i=1 F (Ti), we derive

Df (p, y)− ω(min{θ(χb(k − 2, ε), b), ρ(κ(ε, b), b)}, b) ≤ Df (p, x)− ω(min{θ(χb(k − 2, ε), b), ρ(κ(ε, b), b)}, b)
< Df (p, Tky)

where we in particular used that Df (p, y) ≤ Df (p, x). Thus, since ω is a BSNE-modulus for Tk:

(3) Df (Tky, y) < min{θ(χb(k − 2, ε), b), ρ(κ(ε, b), b)}.
By (1) and (3) together with the assumption on θ, we thus obtain

(4) Df (Tk−1 ◦ · · · ◦ T1x, x) = Df (y, x) < χb(k − 2, ε)

from which we derive ‖x− Tix‖ < ε for all i = 1, . . . , k − 1 using the induction hypothesis. From (0) and
(4) together with the definition of ρ, we also get ‖x− Tk−1 ◦ · · · ◦ T1x‖ < κ(ε, b) and so by (3), we obtain
‖x− Tkx‖ < ε. �
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Proof of Theorem 4.16 (compare also [27]). Define

ω̂(ε1, . . . , εn, b) := min
{
ω1(ρ(ε1, b̂), b̂), . . . , ωn(ρ(εn, b̂), b̂)

}
,

ω̂′(ε1, . . . , εn, b) := min
{
ω′1(ω̂(ε1, . . . , εn, b)/2(n− 1), b̂), . . . , ω′n(ω̂(ε1, . . . , εn, b)/2(n− 1), b̂)

}
as well as

ω(ε1, . . . , εn, b) := min
{
ω̂(ε1, . . . , εn, b)/2, P (ϕ(min{ω̂′(ε1, . . . , εn, b), ω̂(ε1, . . . , εn, b)}, b̂, n), b̂)

}
.

Now, suppose

‖p− Tp‖ , Df (p, x)−Df (p, Tx) < ω(ε1, . . . , εn, b),

for points x, p with ‖x‖ , ‖p‖ ≤ b. Then Theorem 4.15 yields that

‖p− Tip‖ < min{ω̂′(ε1, . . . , εn, b), ω̂(ε1, . . . , εn, b)}.

Therefore, we get

Df (p, Tx) = Df (p, Tn ◦ Tn−1 ◦ · · · ◦ T1x)

≤ Df (p, Tn−1 ◦ · · · ◦ T1x) + ω̂(ε1, . . . , εn, b)/2(n− 1)

≤ . . .
≤ Df (p, T1x) + (n− 1)ω̂(ε1, . . . , εn, b)/2(n− 1)

≤ Df (p, x) + nω̂(ε1, . . . , εn, b)/2(n− 1)

and therefore

Df (p, Ti−1 ◦ · · · ◦ T1x)−Df (p, Ti ◦ Ti−1 ◦ · · · ◦ T1x) ≤ Df (p, x)−Df (p, Tx) + (n− 1)ω̂(ε1, . . . , εn, b)/2(n− 1)

< ω̂(ε1, . . . , εn, b)

≤ ωi(ρ(εi, b̂), b̂)

for any i = 1, . . . , n. This, together with ‖p− Tip‖ < ωi(ρ(εi, b̂), b̂), yields

Df (Ti ◦ Ti−1 ◦ · · · ◦ T1x, Ti−1 ◦ · · · ◦ T1x) < ρ(εi, b̂)

as ωi is a strong BSNE-modulus for Ti. In particular, we have

‖Ti ◦ Ti−1 ◦ · · · ◦ T1x− Ti−1 ◦ · · · ◦ T1x‖ < εi

so that we get ‖x− Tx‖ < ε1 + · · · + εn. Now, for εi = P (ε, b̂)/n, we then get ‖x− Tx‖ < P (ε, b̂) so that
Df (Tx, x) < ε.

If the ωi’s are BSNE-moduli and if p is a real fixed point of T (and thus a common fixed point of the Ti’s as

F̂ (T ) ⊆
⋂n
i=1 F̂ (Ti), see [37]), then it is clear that the second term involving ϕ can be dropped. �

Proof of Theorem 4.19. If

‖x− Tx‖ < ξ
(
wω(ρ(ε, b̂), b), b̂

)
,

then we get Df (p0, x)−Df (p0, Tx) < wω(ρ(ε, b̂), b). Fix k = 1, . . . , N . Then

Df (p0, Tx) ≤ wkDf (p0, Tkx) +
∑
i 6=k

wiDf (p0, Tix)

≤ wkDf (p0, Tkx) +
∑
i 6=k

wiDf (p0, x)

= wkDf (p0, Tkx) + (1− wk)Df (p0, x)

≤ wk(Df (p0, Tkx)−Df (p0, x)) +Df (p0, x)

and thus in particular

wk (Df (p0, x)−Df (p0, Tkx)) ≤ Df (p0, x)−Df (p0, Tx) < wω(ρ(ε, b̂), b)

which implies Df (p0, x) − Df (p0, Tkx) < ω(ρ(ε, b̂), b). As ω is a BSNE-modulus for Tk, we get Df (Tkx, x) <

ρ(ε, b̂) which yields ‖x− Tkx‖ < ε. �
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Proof of Theorem 4.20. Let x, p be given with ‖x‖ , ‖p‖ ≤ b, ‖p− Tp‖ < ω̂(ε, b) as well asDf (p, x)−Df (p, Tx) <
ω̂(ε, b). Then in particular

‖p− Tp‖ < ξ(wω(ρ(min{ω(ε′, b), ω′(wω(ε′, b), b)}, b̂), b), b̂)
and by Theorem 4.19, we have ‖p− Tkp‖ < min{ω(ε′, b), ω′(wω(ε′, b), b)} for any k with wk ≥ w.

We further have

Df (p, Tx) ≤
N∑
i=1

wiDf (p, Tix)

and, therefore,
N∑
i=1

wi (Df (p, x)−Df (p, Tix)) ≤ Df (p, x)−Df (p, Tx) < ω̂(ε, b)

which implies

wk (Df (p, x)−Df (p, Tkx)) < ω̂(ε, b) +
∑
i6=k

wi (Df (p, Tix)−Df (p, x))

< ω̂(ε, b) + (1− wk)wω(ε′, b)

≤ w2ω(ε′, b) + (1− w)wω(ε′, b)

= wω(ε′, b)

and thus Df (p, x) − Df (p, Tkx) < ω(ε′, b) for any k with wk ≥ w. As ω is a strong BSNE-modulus for

Tk, this gives Df (Tkx, x) < ε′ for any such k. Thus in particular ‖x− Tkx‖ < ω∇f (ε/4b̂, b̂) which yields

‖∇fx−∇fTkx‖ < ε/4b̂. As we have

∇fTx−∇fx =

N∑
i=1

wi(∇fTix−∇fx)

the above yields

‖∇fTx−∇fx‖ ≤
N∑
i=1

wi ‖∇fx−∇fTix‖

=
∑

i:wi≥w

wi ‖∇fx−∇fTix‖+
∑

i:wi<w

wi ‖∇fx−∇fTix‖

<
∑

i:wi≥w

wiε/4b̂+
∑

i:wi<w

wi2C (̂b)

< ε/4b̂
∑

i:wi≥w

wi +
∑

i:wi<w

w2C (̂b)

≤ ε/2b̂.
Now using Lemma 2.9, we have

Df (Tx, x) +Df (x, Tx) = 〈Tx− x,∇f(Tx)−∇f(x)〉 ≤ ‖∇fTx−∇fx‖ ‖Tx− x‖ ≤ ‖∇fTx−∇fx‖ 2b̂ < ε

which in particular yields Df (Tx, x) < ε.
It is immediate to see that if ω is just a (not necessarily strong) BSNE-modulus and p is a fixed point of T ,

that wω(ε′, b) suffices. �

Proof of Lemma 6.5. (1) Assume the contrary, i.e. that there are ε and ψ such that for any p ∈ X and any
δ ≥ ϕ(ε, ψ) with ‖p‖ ≤ b and ‖Tp− p‖ < ψ(δ):

∃q ∈ X (‖q‖ ≤ b ∧ ‖Tq − q‖ < δ ∧Df (p, u)− ε ≥ Df (q, u)) .

Let r = d(b+ 1)/εe and pick q0 = p0. Then clearly ‖q0‖ ≤ b and

‖Tq0 − q0‖ < ψ(r+1)(1) = ψ(ψ(r)(1)).

By definition, we have ψ(r)(1) ≥ ϕ(ε, ψ) so that there exists a q1 with ‖q1‖ ≤ b and ‖Tq1 − q1‖ < ψ(r)(1)
as well as Df (q0, u)− ε ≥ Df (q1, u). Iterating this up to r yields a qr such that

0 > Df (q0, u)− (b+ 1) ≥ Df (q0, u)− d(b+ 1)/εeε = Df (q0, u)− rε ≥ Df (qr, u)
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which is a contradiction.
(2) Using (the proof of) (1), let p ∈ X and δ = ψ′

(i)
(1) for i ≤ d(b+ 1)/ε′e be such that ‖p‖ ≤ b,

‖Tp− p‖ < ψ′(δ) and

∀q ∈ X (‖q‖ ≤ b ∧ ‖Tq − q‖ < δ → Df (p, u) < Df (q, u) + ε′) .

Let δ′ = ω′(ρ(δ,max{b, E(b)}), b). Then at first

‖Tp− p‖ < ψ′(δ) = min{ψ(δ′), δ′} ≤ ψ(δ′).

Now let q be such that ‖q‖ ≤ b and ‖Tq − q‖ < δ′. If q = p, the claim is trivial. So suppose q 6= p.
Then we can now reason along the lines of [14]: write p(α) for p + α(q − p). Using Lemma 6.4, as
‖Tp− p‖ < δ′, we have ‖Tp(α)− p(α)‖ < δ. Therefore, for any α ∈ [0, 1]: Df (p, u) < Df (p(α), u) + ε′.
Now, using the fact that Df is convex and differentiable in its left argument with

[Df (·, x)]′(y) = ∇f(y)−∇f(x),

we get
|Df (p(α), u)−Df (p, u)− 〈α(q − p),∇fp−∇fu〉|

‖α(q − p)‖
< ε/4b

if ‖α(q − p)‖ < ∆(ε/4b, b), i.e. in particular if α < ∆(ε/4b, b)/2b. Thus in particular

〈q − p,∇fu−∇fp〉
‖q − p‖

=
−〈α(q − p),∇fp−∇fu〉

‖α(q − p)‖
<
Df (p, u)−Df (p(α), u)

‖α(q − p)‖
+ ε/4b

which implies

〈q − p,∇fu−∇fp〉 < Df (p, u)−Df (p(α), u)

α
+ (ε/4b) ‖q − p‖ ≤ ε′

α
+ ε/2

for any α < min
{

∆(ε/4b,b)
2b , 1

}
. In particular, for α = min

{
∆(ε/4b,b)

4b , 1/2
}

, we get

〈q − p,∇fu−∇fp〉 < ε/2 + ε/2 = ε.

�

Proof of Lemma 7.4. Using the three-point-identity for Df , we get

Df (x, y) = Df (x,Resfr y) +Df (Resfr y, y) + 〈x− Resfr y,∇fResfr y −∇fy〉

= Df (x,Resfr y) +Df (Resfr y, y) + r〈x− Resfr y,−Afr y〉.
Using the monotonicity of A, we further derive that

〈x− Resfr y,−Afr y〉 = 〈x− Resfsx,−Afr y〉+ 〈Resfsx− Resfr y,−Afr y〉

= 〈x− Resfsx,−Afr y〉+ 〈Resfsx− Resfr y, s
−1(∇fx−∇fResfsx)−Afry〉

+ 〈Resfsx− Resfr y,−s−1(∇fx−∇fResfsx)〉

≥ 〈x− Resfsx,−Afr y〉+ s−1〈Resfsx− Resfr y,∇fResfsx−∇fx〉

≥ −‖x− Resfsx‖‖Afr y‖ − s−1‖Resfsx− Resfr y‖‖∇fResfsx−∇fx‖

≥ −‖x− Resfsx‖r−1
(
‖Resfr y‖+ ‖y‖

)
− s−1

(
‖Resfsx‖+ ‖Resfr y‖

)
‖∇fResfsx−∇fx‖.

Combined with the above, this yields

Df (x, y) ≥ Df (x,Resfr y) +Df (Resfr y, y)− ‖x− Resfsx‖
(
‖Resfr y‖+ ‖y‖

)
− rs−1

(
‖Resfsx‖+ ‖Resfr y‖

)
‖∇fResfsx−∇fx‖

≥ Df (x,Resfr y) +Df (Resfr y, y)− 2b‖x− Resfsx‖ − rs−12b‖∇fResfsx−∇fx‖

≥ Df (x,Resfr y) +Df (Resfr y, y)− E
(
‖x− Resfsx‖+ ‖∇fResfsx−∇fx‖

)
and therefore, for x such that ∥∥∥x− Resfsx

∥∥∥ < ω∇f
( ε

2E
, b
)
,

we get that Df (x, y) > Df (x,Resfr y) +Df (Resfr y, y)− ε which is the claim. �


