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Preface

Viewed as a branch of model theory, finite model theory is concerned with
finite structures and their properties under logical, combinatorial, algorithmic
and complexity theoretic aspects. The connection of classical concerns of logic
and model theory with issues in complexity theory has contributed very much
to the development of finite model theory into a field with its own specific
flavour.

I like to think of this monograph as a study which — with a partic-
ular theme of its own — exemplifies and reflects some central ideas and
lines of research in finite model theory. The particular theme is that of
bounded variable infinitary logics, with and without counting quantifiers,
related fixed-point logics, and corresponding fragments of PTIME. The re-
lations with PTIME exhibit that fruitful exchange between ideas from logic
and from complexity theory that is characteristic of finite model theory and,
more specifically, of the research programme of descriptive complexity.

Among the main particular topics and techniques I would emphasize:

— the importance of games as a fundamental tool from classical logic; their
use in the analysis of finite structures also with respect to algorithmic and
complexity theoretic concerns is amply illustrated.

— the role of cardinality phenomena, which clearly are amongst the most
fundamental guidelines in the analysis of finite structures.

— the importance of combinatorial techniques, and of dealing with concrete
combinatorial problems over finite domains. Examples here range from
applications of the stable colouring technique in the formation of structural
invariants to certain colourings of squares that come up in canonization for
logics with two variables.

In order that this study may be useful also as an introduction to some
of the important concepts in the field, I have tried to treat the particular
theme in a detailed and mostly self-contained manner. On the other hand
this treatment leads up to specific results of a more technical nature, and I
welcome the opportunity to present some contributions in a broader context.
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With respect to the work presented here, I personally owe much to two
sources that I would like to mention. One is the Freiburg logic group where
I had the opportunity to participate in an intensified engagement in finite
model theory after finishing my doctorate with Professor Ebbinghaus. Pro-
fessor Flum and Professor Ebbinghaus created an encouraging atmosphere
for taking up this new field actively. The second important source is the col-
laboration with Professor Gradel which has had much impact on the research
presented here. I am grateful to Erich Grédel for this collaboration and also
for his advice and support.

The text itself is a revised version of my Habilitationsschrift, presented
at the RWTH Aachen in 1995. I am grateful to Professor Ebbinghaus for
numerous comments on the earlier version of this text.

Aachen, October 1996 Martin Otto
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0. Introduction

0.1 Finite Models, Logic and Complexity

Finite model theory deals with the model theory of finite structures. As a
branch of model theory it is concerned with the analysis of structural prop-
erties in terms of logics. The attention to finite structures is not so much
a restriction in scope as a shift in perspective. The main parts of classical
model theory (the model theory related to first-order logic) as well as of ab-
stract model theory (the comparative model theory of other logics) almost
exclusively concern infinite structures; finite models are disregarded as triv-
ial in some respects and as intractable in others. In fact, the most successful
tools of classical model theory fail badly in restriction to finite structures.
The compactness theorem in particular, which is one of the corner stones of
classical model theory, does not hold in the realm of finite structures. Several
examples of other important theorems from classical model theory that are
no longer true in the finite case are discussed in [Gur84].

There are on the other hand specific new issues to be considered in the
finite. These issues mainly account for the growing interest in finite model
theory and promote its development into a theory in its own right. One of the
specific issues in a model theory of finite structures is complezity. Properties
and transformations of finite structures can be considered under algebraic and
combinatorial aspects, under the aspect of logical definability, and also under
the aspect of computational complexity. Issues of computational complexity
form one of the main links also between finite model theory and theoretical
computer science.

In this introduction I merely intend to indicate selectively some main
ideas and lines of research that motivate the present investigations. There
are a number of surveys that also cover various other aspects of finite model
theory — see for instance [Fag90, Gur84, Gur88, Immg87a, Imm&9]. A general
reference is the new textbook on finite model theory by Ebbinghaus and Flum
[EF95].

0.1.1 Logics for Complexity Classes

The study of the relationship between logical definability and computational
complexity of structural properties is an essential branch of finite model the-
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ory. This topic is most pronounced in the search for semantic matches be-
tween levels of computational complexity and logics. The search for logics for
complexity classes, also suggestively described as capturing complexity classes
[Imm87b] or tailoring logic for complexity [Gur84], has lead to an active re-
search programme in finite model theory.

Consider any of the standard classes in computational complexity as a
class of problems for finite structures, say for finite graphs. The class of all
properties of finite graphs that can be recognized by PTIME algorithms is a
typical example. A logical characterization of PTIME on finite graphs would
have to provide a logic for PTIME on graphs in the sense that exactly all
PTIME properties of finite graphs are definable by sentences of this logic. For
the present purposes we work with a slightly informal notion of a logic for
PTiME. The exact definition underlying our treatment is due to Gurevich
[Gur88]. A more detailed discussion will be provided with Definition 1.7 in
the next chapter. It is also shown in [Gur88] that the restriction to graphs
rather than finite structures of arbitrary type is inessential for the present
issue.

Definition 0.1 (Sketch). A logic L is a logic for PTIME if exactly those
properties of finite graphs that are PTIME recognizable are L-definable.
Minimal requirements on candidate logics to be imposed are the following:
L has recursive syntax and recursive semantics that associates with each L-
sentence a PTIME algorithm for checking its truth in finite models.

It is a central open problem in the field whether there is a logic for PTIME.

Relationships between computational complexity classes and definability
in logical systems are interesting for a number of reasons:

(a) The potential for theoretical transfer between different fields. Techniques
from complexity theory may be brought to bear on logical and model
theoretic issues and vice versa. To give an example, several of the out-
standing open problems of complexity theory like the PTIME = NPTIME?
or PTIME = PSPACE? questions have found appealing non-trivial model
theoretic reformulations in terms of semantic equivalences of particular
logical systems over finite structures (compare [AV91, DLW95, Daw95b]).
Short of solving the original problems this offers new perspectives, and
investigations of related logical issues may at least lead to a better under-
standing of these problems.

(b) Logical analysis of the required kind may yield deeper insights into the
fundamental notion of complexity. Definability in logical systems can be
viewed as a kind of complexity in itself. Whereas computational com-
plexity controls the computational resources required in the solution of
a problem, definability considerations control the logical or descriptive
resources required in the specification of the problem: hence the term
descriptive complezity as used in [Imm89]. The relationship between the
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structure imposed by these completely different resources thus becomes
part of a broader view of complexity theory.

Exact matches between computational complexity classes and logics pro-
vide an appealing notion of semantic completeness for model theoretic
considerations. A logic for PTIME say would be a logic that is complete
for the world of PTIME computability over structures — or for compu-
tationally feasible problems, if PTIME computability is identified with
efficient solvability or feasibility. The classical classes of computational
complexity have emerged as natural levels of computational power, certi-
fied by robustness criteria and the existence of natural complete problems.
Matching logics constitute naturally distinguished levels of expressiveness.
In this connection there is also a strong theoretical interest from computer
science. Problems related to structures like graphs (and more generally ar-
bitrary relational structures corresponding to instantiations of relational
databases) are ubiquitous in computer science applications and in par-
ticular in the theory of databases. A natural logic for PTIME would be
a theoretically ideal database language for exactly all feasible queries:
anything that can be specified in this language is guaranteed to have an
efficient algorithmic solution; by semantic completeness for PTIME such
a logic constitutes a universal language for all efficient tasks. And indeed
this context is one of the original sources for the problem of capturing
PTIME, as formulated by Chandra and Harel in [CH82].

The following are some of the well known results concerning complete matches
between distinguished levels of computational complexity and logical systems.

Regular languages and monadic second-order logic: words over any finite al-

phabet can in a canonical way be identified with linearly ordered struc-
tures over an otherwise monadic vocabulary (one unary predicate for each
letter to mark its occurrences in the word). Monadic second-order logic
Lﬁ{) _ for the resulting word models defines exactly the regular languages,
i.e. those languages that are recognized by finite automata. This is a clas-
sical result of Biichi [Biic60], Elgot [Elg61] and Trakhtenbrot [Tra61] that
fits into the present framework as a precursor to the recent development

of finite model theory (compare the treatment in [EF95]).

NPTIME and existential second-order logic: Fagin’s theorem [Fag74] is the

first result of this branch of finite model theory proper. It equates non-
deterministic polynomial time recognizability with definability in exis-
tential second-order logic X1.

PTIME and fixed-point logic with order: in restriction to linearly ordered fi-

nite structures PTIME has been characterized logically by Immerman
[Imm86] and Vardi [Var82] through the very natural extension of first-
order logic to fixed-point logic FP by means of an operator for monotone
relational induction.

So there are the following semantic equivalences:
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Finite Automata = £ (for word models)
NPTIME = X}
Prive = FP (in the presence of linear order)

It is remarkable that all major complexity classes, in particular LOGSPACE,
NLOGSPACE, PTIME and PSPACE, are captured by very natural extensions of
first-order logic in the presence of order. The fundamental question whether
similar matches can be found in the general case of not necessarily ordered
structures is open. In particular the question whether there is a logic for
PTIME, as raised by Chandra and Harel in [CH82], is a notorious open prob-
lem in finite model theory. In fact there is no capturing result at all for any
standard complexity class below NPTIME that applies to the general case.
Fagin’s theorem NPTIME = X} essentially remains the only general result
on a strict match between a complexity class and a logic on finite structures.
This phenomenon will be further discussed below.

0.1.2 Semantically Defined Classes

Consider the class of all PTIME recognizable graph properties — for the
moment denote it graph-PTIME. It serves as a typical example of a complexity
class on finite structures.

Why is it difficult to find a logic for graph-PTIME?

Recall that ordinary PTIME is the class of all problems that can be solved by
polynomially time bounded Turing machines. A priori Turing machines work
with words or strings as inputs. As far as recognition (i.e. decision) problems
are concerned a problem is a set of words over some alphabet. Words over
this alphabet are rejected or accepted, according to membership in the set,
in time polynomial in their length.

In particular a Turing machine does not work with abstract graphs as
inputs but rather with encodings of these. The standard encoding scheme for
finite graphs uses adjacency matrices for the input representation. The ad-
jacency matrix of a graph whose vertices are labelled vy, ...,v, is the n x n
boolean matrix with entries a;; = 0 or 1 according to whether (v;,v;) is
an edge. But obviously different adjacency matrices may encode the same,
more precisely isomorphic, graphs. Any rearrangement of the vertices in a
different order induces an equivalent representation that is different from the
given one unless the rearrangement happens to be an automorphism of the
abstract graph. Any graph algorithm, i.e. any algorithm that recognizes a
graph property, must therefore satisfy a non-trivial semantic invariance con-
dition: a graph algorithm must produce the same result on any two inputs
that represent isomorphic abstract graphs. In other words it may not reject
one graph and accept an isomorphic copy of that same graph. We adopt
the terminology of complexity theory as presented in [Pap94] to distinguish
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semantic presentations and syntactic presentations of complexity classes, or
semantic and syntactic classes according to their presentation. Semantic pre-
sentations are given in terms of semantic constraints on algorithms. Owing
to the invariance condition, graph-PTIME is clearly a semantically presented
class. A syntactic presentation of a complexity class in contrast consists of a
recursive or at least recursively enumerable set of algorithms of the required
complexity, that contains at least one realization for every problem in the
given class.! We shall mostly speak of recursive presentations in this sense.

For an example of a class that is not a priori syntactically defined but
nevertheless admits a simple recursive presentation consider PTIME in the
ordinary sense as a class of problems for words over finite alphabets. It is
clearly presentable by the set of algorithms that limit their computation
time by means of a step counter that is initialized in each computation to a
polynomial in the input size. This presentation is suggestively referred to as
through polynomially clocked machines.

Semantic invariance conditions like the one for graph-PTIME are non-
recursive conditions on algorithms. In fact the set of all (syntactic descrip-
tions of) graph algorithms is not even recursively enumerable (as an index
set). It can furthermore be shown that the same applies to any of its intersec-
tions with standard complexity classes. In particular the ad-hoc presentation
of graph-PTIME through the set of all PTIME graph algorithms does not pro-
vide a recursively enumerable presentation.

A logic £ for PTIME in the sense of Definition 0.1 above, however, would
induce the following recursive presentation for graph-PTIME. Let S be the
recursive semantic mapping that associates a PTIME algorithm with each sen-
tence of £ (in the language of graphs). Obviously image(S) consists of PTIME
graph algorithms. By semantic completeness of £ for PTIME on graphs, any
PTIME graph property is realized by some member of image(S). The recur-
sively enumerable subset image(S) C {A | A a PTIME graph algorithm }
therefore provides a recursive presentation for graph-PTIME. In the termi-
nology of complexity theory, image(S) is a syntactic presentation of the se-
mantically defined class graph-PTIME. In fact it can be shown that there is a
logic for PTIME (in the sufficiently general sense of Definition 0.1) if and only
if graph-PTIME admits a syntactic, i.e. recursive or recursively enumerable,
presentation.

For properties of linearly ordered structures — properties of linearly or-
dered graphs say — these problems do not arise because there are canonical
encodings for ordered structures. For ordered graphs we may use the adja-
cency matrix based on the natural labelling of the vertices as vy, ..., v, in
increasing order. This observation is easily turned into a recursive presenta-
tion for the class of all PTIME properties of ordered finite graphs.

! The difference between recursive and recursively enumerable syntax is not impor-
tant in this kind of question. If A;, As, .. .is a recursive enumeration of syntactic
descriptions of algorithms, then the syntax (A1, 1), (A2,2), ... is recursive.
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This crucial difference between the ordered and the unordered case is
at the root of the apparent mismatch with respect to capturing complexity
classes in the case of ordered structures or in the general case of not nec-
essarily ordered structures. For the standard complexity classes it is almost
trivial to see that the induced classes over ordered structures are presentable
as syntactic classes and therefore can be captured by logics. The point of
the corresponding capturing results indeed rather is that moreover they are
captured by very natural logical systems.

As mentioned above, no complexity class below NPTIME has been cap-
tured or shown to be recursively presentable in the general case. NPTIME here
marks a threshold because in NPTIME and above, the invariance problem can
be side-stepped as follows. Consider the class graph-NPTIME of all NPTIME
graph properties. From a graph property @@ € graph-NPTIME we may pass to
its ordered version ), the class of all ordered graphs that possess the given

property:
Q< ={(G,<) | G € Q, < a linear ordering of the vertices }.

@< is NPTIME recognizable, essentially through the algorithm for @ itself.
But a plain graph G belongs to @ if and only if any expansion (G, <) by
a linear ordering of its vertices belongs to Q@ (and also if and only if all
such expansions belong to Q). It follows that graph-NPTIME is presentable
through the class of all NPTIME algorithms that first guess a linear ordering
and then evaluate an NPTIME property of ordered graphs on the result.
From this observation we obtain a recursive presentation for graph-NPTIME
in a standard manner. It is worth noting that this trick is also directly used
in Fagin’s proof that graph-NPTIME coincides with the class of all graph
properties that are definable in existential second-order logic. The existential
quantification over linear orderings < that is implicit in the passage from @
to @ is explicitly available in existential second-order logic.

Note that capturing results for complexity classes in the general case of
not necessarily ordered structures are not merely of theoretical interest. The
challenge is well motivated by the potential applications in database theory.
Natural abstract databases often are not ordered. Their realizations at the
machine level may involve an implicit linear ordering for representational
purposes (naively: a numbering of memory cells). Even though an ordering is
present then, it is not considered part of the intended data. A sound database
query in this case corresponds to a property of unordered relational struc-
tures. In the query specification it is desirable to hide this ordering. Logically,
one would have to have a query language corresponding to a logic for PTIME
on unordered structures in order to achieve semantic completeness within
PT1iME and simultaneously to guarantee soundness — soundness in the sense
of independence of a linear ordering that is an artifact of the realization.
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0.1.3 Which Logics Are Natural?

Consider possible solutions, positive or negative, to the problem whether
there is logic for PTIME. The above definition with its very liberal conditions
on candidate logics is theoretically appealing because of its connection with
recursive presentability. A negative solution in the sense of this definition
would be a strong result to the effect that no reasonable logic at all can
possibly capture PTIME. A positive result, however, might still leave much to
be desired owing to the liberal notion of a logic. In other words, a recursive
presentation of graph-PTIME might intuitively be far from constituting a
natural logical system. As with the known positive results in the ordered
case or for NPTIME much may depend on the style of the logic obtained.

The logics to be considered are extensions of first-order logic, as first-order
sentences can be evaluated in LOGSPACE. The systematic study of extensions
of first-order logic belongs to the domain of abstract model theory. It is
worth to pursue this systematic study with particular focus on logics for finite
structures. A systematic study of this kind is a possible approach to problems
like that concerning the existence of a logic for PTIME. In particular if one
conjectures that the problem of a logic for PTIME has a negative solution,
then results that state the impossibility of capturing PTIME by logics that
satisfy certain stronger criteria can be interesting approximations.

To some extent the formal framework available in abstract model theory is
not necessarily well adapted to the finite case. Complexity considerations and
considerations that concern logics under a procedural aspect are not a priori
accommodated. The standard formalism in abstract model theory is that of
Lindstrém extensions or of extensions by generalized quantifiers (Lindstrom
quantifiers); compare the overview in [Ebb85]. Roughly, each such quantifier
incorporates one single new structural property and the resulting extension is
a minimal one to make this new property available under some natural closure
conditions. While this formalism is universally applicable for many purposes
— any extension of first-order logic that satisfies some corresponding closure
properties is equivalent with a Lindstrom extension — it may be argued that
it is not always optimally adapted to the demands of finite model theory.
It seems that a framework for extensions of logics for finite structures that
is sufficiently fine grained to reflect algorithmic constraints is still lacking.
This issue is connected with the above-mentioned lack of criteria for the
‘naturalness’ of a logic for finite structures.

0.2 Natural Levels of Expressiveness

First-order logic is not well adapted to the programme of logics for com-
plexity classes. While any individual finite structure is characterized up to
isomorphism by a single sentence of first-order logic, natural properties that
are of very low complexity are not first-order definable. For instance neither
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connectedness nor regularity are first-order properties of finite graphs. In fact
these examples are typical of the two most apparent defects in the expres-
sive power of first-order logic: first-order logic does not provide expressive
means to capture any relational process that requires true recursion (like the
generation of the transitive closure of the edge predicate required for connect-
edness), and first-order logic has no means to express non-trivial cardinality
properties (like the equality of the numbers of direct neighbours required for
regularity). In short, first-order logic lacks recursion and counting.

0.2.1 Fixed-Point Logics and Their Counting Extensions

The first defect is taken care of in the extension to fixed-point logics. The
adjunction of fixed-point operators leads to logics that capture certain levels
of relational recursion. Least or inductive fixed-point logic FP in particular
is a very natural logic that has been studied extensively. Inductively defined
and increasing relational processes are captured by FP. The generation of the
transitive closure is a simple but typical example for the expressive power of
FP above that of first-order logic. An important point is that the increasing
nature of these relational processes guarantees termination in a stationary
value within polynomially many steps. A further extension in terms of rela-
tional recursion for arbitrary rather than increasing processes (that therefore
may or may not terminate in a stationary value) is partial fixed-point logic
PFP. The interest in FP is justified because by the theorem of Immerman
and Vardi it captures PTIME for ordered structures. Similarly, PFP captures
PSPACE in the presence of order [Var82, AV89]. In particular, in the presence
of order, FP and PFP automatically remedy the second shortcoming of first-
order logic: on ordered structures FP and PFP also capture all counting and
PTIME, respectively PSPACE, cardinality properties of definable predicates.
In the absence of order, however, this is not at all true. In the extreme case
of pure sets (graphs without edges) it is easy to see that relational recursion
and all of FP and PFP collapse to first-order. Simple cardinality properties
of the size of sets like evenness of the number of vertices are not definable
in FP or PFP. Moreover, all the simple examples of properties that are not
FP-definable but may be recognized in PTIME involve such cardinality prop-
erties.

One of the themes underlying our present investigations is the attempt
to treat these two most apparent shortcomings of first-order logic over finite
structures — recursion and counting — on an equal footing and to consider
the extensions FP and PFP to a framework that incorporates counting.

We thus obtain fized-point logic with counting FP+C and partial fized-
point logic with counting PFP+C. Roughly speaking we deal with two-sorted
variants of the given finite structures, augmented by a second ordered arith-
metical sort. A link between the sorts is induced by counting terms that
associate cardinality values with formulae that define sets. The usual fixed-
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point operations can now be applied in this framework to combine relational
recursion with the processing of cardinalities.

The conception of fixed-point logic with counting is due to Immerman
[Imm87al. It has not been studied in its own right or even rigorously formal-
ized in the work of Immerman though. The fact that counting is the most
obvious defect in FP as compared with PTIME had led Immerman to conjec-
ture that an appropriate extension of FP to FP+C should even be a logic for
PTIME in the general case. This conjecture was disproved in a strong sense
by Cai, Fiirer and Immerman [CFI89]. The sophisticated nature of their ex-
ample for the separation of FP+C from PTIME indicates on the other hand
that FP+C may still be regarded as an interesting level of expressiveness
within PTIME that captures many PTIME properties that naturally arise for
instance in graph theory. This view has since been corroborated by model
theoretic as well as complexity oriented results in [GO93, Ott96a] and we
shall see much of this in the sequel. The claim for the naturalness of FP+C
mainly rests on the following:

e The expressive power of FP+C can be understood very well in terms of
certain FP+C-definable structural invariants. An analogous phenomenon
was first discovered and exploited in the analysis of FP itself in the work
of Abiteboul and Vianu [AV91] and lead to their beautiful result that FP
collapses to PFP if and only if PSPACE = PTIME. This approach could
successfully be extended to FP+C and PFP+C. In some respects the link
between the expressive power of FP4+C and PFP+C and the associated
invariants is even neater than for FP and PFP themselves. The result-
ing characterization of the expressive power of FP4C and its relation to
PFP+C show that even though FP+C falls short of PTIME it extends to
the general case some of the computational and model theoretic features
that apply to FP only in the ordered case.

e FP+C and PFP+C are very robust with respect to the actual formalization
of the counting extension. There are a number of equivalent characteriza-
tions of the expressive power of FP+C, both in terms of logical systems
that turn out to be equivalent with FP+C and in computational terms.

Intuitively these show that FP4C constitutes a natural level of expressiveness
that at the same time corresponds to some natural level in complexity — even
though it is clear that this level is strictly contained in standard PTIME.

0.2.2 The Framework of Infinitary Logic

A different but related approach to the investigation of logics with respect to
complexity classes focuses on the a priori logical framework given by certain
fragments of infinitary logic. Consider firstly full-fledged infinitary logic Leow,
the logic generated by the usual first-order rules for the formation of formulae
together with infinite disjunctions and conjunctions over arbitrary sets of
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formulae. Now any finite graph is characterized up to isomorphism by a first-
order sentence. It follows that every property of finite graphs is definable in
Lsow by a countable disjunction over first-order sentences that characterize
all positive instances of this property. Lo, is a universal logic for finite
structures — and overshoots all sensible levels of expressiveness.

Particular fragments of infinitary logic, however, have emerged as very
useful tools in finite model theory. These are defined in terms of restrictions
on the number of variables that may occur (bound or free). These restrictions
are well adapted to the study of relational recursion since the processes con-
sidered in relational recursion always involve a fixed bound on the maximal
arity of auxiliary relations. Thus pure relational recursion is fully contained
within L%, the fragment of L., that consists of all formulae that use a fi-
nite number of variable symbols each. In particular fixed-point logic FP and
partial fixed-point logic PFP are properly embedded in L% . It is important
to note that the completely non-uniform constructors of infinite disjunctions
and conjunctions allow to define non-recursive properties of finite structures
as well. LY . too, is completely at odds with complexity on finite structures.
Here this may be seen as an advantage. If we consider problems related to log-
ics for complexity in restriction to the framework of L%, then it is important
that this restriction in itself does not trivialize the issues. Since LY, allows to
define properties of arbitrary complexity, the class of all those PTIME proper-
ties of finite graphs, that at the same time are LY -definable, is a non-trivial
subclass of graph-PTIME for our purposes. Furthermore the restriction to
bounded arity auxiliary relations can be considered as a natural restriction
also in terms of the computational complexity of relational problems.

The points made about the inclusion of counting in connection with FP
versus FP+C also apply to the framework of L% . Evenness of the number
of vertices or regularity of graphs are not L%  -definable. The reason is that
although each individual expression of the from 3=z (z) asserting the ex-
istence of exactly m elements that satisfy ¢ is in first-order logic, the number
of variables required in its formalization grows unboundedly with m. LY
compensates completely all defects of first-order that concern relational re-
cursion but fails for the defects related to counting. It is natural therefore
to study also the fragment C%  of infinitary logic with only finitely many
variables in each formula but allowing all counting quantifiers 3=™ instead of
the usual existential quantifier. These were also first considered in the work
of Immerman on the counting extension of FP. FP+C and PFP+C are com-
prised in C¥% , just as FP and PFP are in LY . We denote the constituent
sublogics with a fixed finite bound k on the number of variables C*  and
Lk, sothat C% =], Ck, and L%, = J, L%, . The infinitary logics C%,
and L%  and their constituents C*  and L%  will be used extensively as
frameworks in our exposition. On the one hand they are used in the analysis
of mostly still open restricted problems on capturing complexity classes. On
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the other hand they provide the setting for the comparative analysis of the
expressive powers of FP+C, PFP+C, FP and PFP.

The main asset of the fragments CX  and L%  is in fact a methodologi-
cal point. Both possess very elegant and tractable Ehrenfeucht-Fraissé style
characterizations in terms of games. Such games that capture the expres-
sive power of a logic are an important tool in classical model theory. The
classical Ehrenfeucht-Fralssé theorem relates first-order equivalence of two
structures to the existence of a strategy in a game played on these struc-
tures. See [EFT94] for a textbook treatment of this technique in the classical
context. Variants of these games have been found and employed for various
other logics besides first-order. It is remarkable that such games are among
the few tools from classical or abstract model theory that are fully available
in restriction to finite structures without any alteration. See also [EF95].

A large part of the present work is devoted to the detailed analysis of
corresponding games for the C¥  and LX . The games are due to Barwise
[Bar77] and Immerman [Imm82], and Immerman and Lander [IL90] respec-
tively. The analysis of the games leads to the abstraction of concise PTIME
computable structural invariants that characterize finite relational structures
exactly up to equivalence in C*  or L* . As mentioned above such invari-
ants were first considered by Abiteboul and Vianu in [AV91] in the context
of a computational model for relational recursion and applied to the study
of fixed-point logics. A formalization in terms of the underlying fragments
of infinitary logic has been presented in Dawar’s dissertation [Daw93] and in
[DLW95] for the L and in [GO93, Ott96a] for the CX . The relationship
between the expressive power of FP+C and the invariants for the C%  is
also one of the main topics here. We shall investigate this relationship in

comparison with FP and the invariants for the L*

oow as well.

0.2.3 The Role of Order and Canonization

Consider once more the problem of logics for complexity classes. As out-
lined above the essential difficulty in capturing classes below NPTIME in the
absence of order can be attributed to the ambiguity in the input representa-
tion — it is this ambiguity that imposes the problematic semantic invariance
condition on graph algorithms.

Canonization addresses the problem of providing well defined and unique
representatives up to a given equivalence relation. Consider canonization up
to isomorphism for finite graphs. Suppose there were a PTIME functor defined
on the class of all finite graphs that maps each graph of size n to an isomor-
phic representative over the standard universe {0,...,n — 1} in such a way
that any two isomorphic graphs get mapped to the same representative. Such
a mapping would constitute what is called PTIME canonization up to isomor-
phism or PTIME normalization. It is not known whether finite graphs admit
PTIME normalization. It is clear that PTIME normalization would induce a
PTiME algorithm for graph isomorphism; whether the graph isomorphism
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problem itself is in PTIME is not known. Note that the entire problem of
capturing PTIME is solved trivially if there should be PTIME normalization.
Any algorithm applied to the standard encoding of a normalized version of
the input graph becomes a graph algorithm. PTIME normalization would in
fact reduce the capturing of PTIME in the general case to the ordered case.

Some of our investigations concern the variant of this approach in re-
striction to the framework of the C*  and L%, respectively. We consider
canonization up to equivalence in these logics rather than up to isomorphism.
There is a direct connection between PTIME canonization for these rougher
equivalences and the capturing of the PTIME fragments of these fragments
of infinitary logic. Linking these considerations with the above-mentioned
PTIME invariants for the C*  we find appealing sufficient criteria that FP+C
indeed captures PTIME in restriction to all of C'¥ ,. It remains a challeng-
ing open problem whether these conditions are fulfilled. A reduction proce-
dure furthermore shows that the general cases hinge on the three-dimensional
cases, i.e. on canonization up to equivalence in the three-variable fragments
of Loy -

A main result that will be treated in full detail in the last chapter concerns
the two-variable case [Ott95a, Ott95b]. For L2 and C2  we exhibit a strong
form of PTIME canonization and thus obtain non-trivial capturing results.
The classes of all PTIME properties that are C% - or L2 -definable are
indeed recursively presentable and may be captured naturally in terms of the
complete invariants for C2  or L2, respectively.

oow?

0.3 Guide to the Exposition

We summarize the investigations and results that are presented here in order
to provide an outlook that may also help to make the overall organization of
the material transparent.

e Chapter 1 reviews and introduces basic terminology, summarizes some
facts and simple results related in particular to the fragments of infinitary
logic and fixed-point logics. Typical examples illustrate the expressive power
of these basic logics.

e Chapter 2 provides an introduction to the games for the bounded variable
fragments of infinitary logic with and without counting quantifiers. Proofs of
the corresponding Ehrenfeucht-Fraissé type theorems are given. The analysis
of these games is carried further to support the definition of the associated
invariants in Chapter 3.

e Chapter 3 is devoted to the definition and discussion of the invariants
associated with the games. We review those known applications to fixed-
point logic without counting that will later be paralleled by, and contrasted
with, the corresponding picture for fixed-point logic with counting.
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e Chapter 4 is about fixed-point logic with counting. The formal definitions
of FP+C and PFP+C are provided here. Some material is collected to cor-
roborate the view of fixed-point logic with counting as a distinguished level
of expressiveness within PTIME. The central results rest on applications of
the invariants for the C% .

e Chapter 5 considers the formalism of Lindstrém quantifiers and exten-
sions of fixed-point logic in restriction to cardinality properties. A structural
padding technique is developed which among other applications shows that
the extension of fixed-point logic by all cardinality Lindstrom quantifiers is
still to weak to comprise the full power of proper fixed-point logic with count-
ing.

e Chapter 6 provides the general treatment of the connection between can-
onization up to equivalence in the bounded variable fragments of infinitary
logic and recursive presentations of the related fragments of PTIME.

e Chapter 7 finally is concerned with the positive results related to the two-
variable fragments. In particular there are detailed proofs that the PTIME
fragments of both L2 and C?2 _ can be captured.

oow oow

Throughout the entire text I have attempted to give an almost self-
contained exposition. In the first four chapters in particular numerous ex-
amples are given and comments and background material provided towards
a thorough introduction to the leading concepts, along with the technical
development. The last three chapters on the other hand are more specifically
devoted to individual results and correspondingly are of a more technical
nature.

The main ideas that concern fixed-point logics and the bounded vari-
able fragments of infinitary logic without counting quantifiers are reviewed
and developed along with the corresponding notions for the counting case.
This seems justified because the results in the case without counting may be
obtained through obvious specializations. And also because the comparison
between the two scenarios is a major source of motivation for our investiga-
tions.

This two-tiered treatment is also intended to make the main results con-
cerning either individual case individually accessible as far as possible. This
is true in particular of those new results that concern the case without count-
ing, mainly in Chapters 6 and 7. The only chapters that are devoted to the
counting case proper are Chapters 4 and, to some extent, 5.

The main dependencies between chapters are the following. Chapters 2—4
each build on their predecessors. Chapters 5, 6 and 7 are to a large extent
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independent of each other. For those developments of Chapters 6 and 7, that
concern the case without counting, all major prerequisites can be found in
Chapters 1-3.

I should also point out that several sections of Chapter 1 (in particular
1.5-1.7) become essential only for the understanding of specific further devel-
opments. Chapter 1 may therefore be read selectively and called upon again
where necessary.

In the beginning of each chapter there is a brief summary of its contents.
Where appropriate I have appended to the individual chapters short sections
that discuss summarily the main sources of ideas and results reported or
clarify connections with other work.



1. Definitions and Preliminaries

A major part of this chapter serves to review and fix notation and terminol-
ogy. The material is standard. Readers familiar with the notions addressed
might therefore only want to refer back to particular definitions at later
points. The main issues of the individual sections are the following:

e Section 1.1 sums up the basics about structures, global relations, logics
and types that are relevant for our purposes.

e In Section 1.2 we consider algorithms that deal with structures as inputs
and fix some corresponding conventions. Recognizability of classes of finite
structures and computability of global relations are discussed.

e The bounded variable fragments of infinitary logic, and the fixed-point
logics, are presented in Section 1.3. We also provide some typical examples
for the expressive power of these logics.

e Section 1.4 contains some preliminary material about types and definability
in the relevant fragments of infinitary logic.

e Section 1.5 deals with interpretations, a concept that plays an important
role in many definability considerations.

e In Section 1.6 we review the notions of generalized quantifiers and Lind-
strom extensions. In particular we define the class of cardinality Lindstrom
quantifiers.

e Section 1.7 fixes some terminology with respect to the notion of can-
onization and of complete invariants for arbitrary equivalence relations. We
also sketch some technicalities and conventions concerning orderings and pre-
orderings.

1.1 Structures and Types

1.1.1 Structures

We deal with finite structures exclusively. fin[r] is the class of all finite 7-
structures. Unless explicitly stated otherwise, 7 stands for some finite and
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purely relational vocabulary. A structure in fin[r] consists of its universe
together with interpretations for the symbols in 7. If 7 = {Rl, ey RS}, where
R; is a relation or predicate symbol of arity r;, we write 2 = (A, R%, el R?‘)
for a 7-structure. Thus R C A™. The superscripts ® are mostly omitted
when there is no danger of confusion.

It is sometimes convenient in special circumstances to admit some varia-
tions and extensions of the basic concept of structures:

(i) In order to deal with fixed tuples of parameters over some structure 2,
one may think of those parameters as interpretations for a correspond-
ing tuple of extra constant symbols. We here prefer to stick with an
entirely relational vocabulary and treat parameters as interpretations
for variable symbols. The distinction between parameters and variables
becomes purely intentional. The class of all 7-structures with fixed tu-
ples of r parameters is denoted

fin[r;r] = {(Q(,E) ‘ 2 € fin[r],a € Ar}.

(ii) In our formalization of fixed-point logic with counting in Chapter 4 we
deal with two-sorted structures. These are structures over two disjoint
universes, one for each sort. Each relation symbol comes with a specifi-
cation telling which components range over the first sort and which over
the second. Similarly terms and in particular variables have a designated
status with respect to the sorts. There is a standard way to represent
two-sorted structures by ordinary one-sorted structures that have two
additional unary predicates to distinguish the sorts. A structure of the
form

(A,Ul,UQ,...) WithA:UlL.JUQ
can thus naturally encode a two-sorted structure with universes U; for
the two sorts. A binary relation R for instance whose i-th component
ranges over the i-th sort for i = 1,2 then gets interpreted as a binary
relation over A that satisfies VaVy (Ra:y — Uz A Ugy).

(iii) At some places we consider weighted structures. These are structures
together with some functions from their domains to some external stan-
dard domain, mostly and without loss of generality to the set w of the
natural numbers. A standard example is that of graphs (V,E) with
weights put on the edges, formalized by a weight function v: V? — w.

Linearly ordered structures play a special role. Assume that 7 contains a
designated binary relation symbol < for a linear ordering. Then the class of
all finite 7-structures which are linearly ordered is denoted

ord[r] = {Ql € fin[7] ) <% a linear ordering of A}.

When talking of classes of finite structures it is generally understood that
these are closed with respect to isomorphism. The only exception in our treat-
ment being that in places we restrict attention to structures over standard
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domains, meaning structures with an initial segment of the natural numbers
for their universe. We denote by stan[r] the set of all finite T-structures over
standard domains n = {0,...,n —1} L

stan([7] = {Ql € fin[7] ‘ A=n,n> 1}.

There is a direct correspondence between linearly ordered structures and
structures over standard domains. Each structure (2, <*) in ord[r U {<}] has
a unique representative (2) in stan[r]| determined by the requirement that
2l ~ (A) and that the linear ordering <* translates into the natural ordering
on the standard domain of () under the isomorphism. Obviously the map-
ping (2, <) — (2A) induces a bijective correspondence between isomorphism
classes of linearly ordered structures and structures over standard domains

{): ord[rU{<}] /: — stan[7].

1.1.2 Queries and Global Relations

A class @ of finite 7-structures may be identified with a boolean valued
functor x on fin[r] that maps structures to 1 or 0 according to membership
in Q: Q = {2 € fin[r] | x(A) = 1}. The term boolean queries for classes of
structures stresses this functorial view. Since classes of structures are tacitly
assumed to be closed under isomorphisms, their characteristic functions x
are invariant under isomorphisms.

Consider similarly an isomorphism-invariant boolean valued function on
fin[r;7], x:fin[r;7] — {0,1}. Such a functor constitutes an r-ary query on
fin[r]. An alternative view is that of a mapping from 2 € fin[r] to a new
r-ary predicate R% over :

RQ‘:{EGA’"

x(&,a) = 1}.

The mapping R:2 + R¥ is a global relation of arity r. At the level
of this mapping isomorphism invariance of x turns into equivariance under
isomorphisms: if m:A — B is an isomorphism, then 7(R*®) = R®. This
is in fact the standard defining condition on global relations or queries as
introduced in [CH80]. We note in particular that the value of a global relation
over 2 must be invariant under all automorphisms of 2.

Definition 1.1. A global relation or query R of arity r over fin[r] is a map-
ping sending each structure A € fin[r] to an r-ary predicate R* C A" in
~-compatible fashion. Whenever m : A — B is an isomorphism, then m also
preserves R: m(R*) = R®. The characteristic functor xr of R is the boolean
valued mapping on fin[r;7] that sends (A,a) to 1 if @ € R*. Compatibility

1 'We apply the usual convention to identify the natural number n € w with the
set of its predecessors {0,...,n — 1} C w.
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of R with isomorphisms is equivalent with invariance of xgr under isomor-
phisms.

It is often convenient to regard boolean queries (boolean global relations)
as special, namely 0-ary cases of r-ary queries. To accommodate this view
formally, we may naturally identify O-ary predicates with boolean values and
fin[r;0] with fin[r].

Some remark on our usage of the term functor is in order. We generally
apply it to a mapping f whose domain is a class of structures (or of struc-
tures with parameters and the like) if f is required to be invariant under
isomorphisms: 2 ~ B = f(A) = f(B). If also the range of f consists of
structures, for instance f:fin[r] — fin[o] then the appropriate form of invari-
ance is A ~ B = f(A) ~ f(B).

1.1.3 Logics

Let £ be a logic. We do not require any formal general notion of a logic;
the apparent generality here only serves to collect some notions, that we
later apply to a few individual concrete logics, into common statements. £[7]
denotes the class of all formulae of £ in vocabulary 7. A formula ¢ € L][7]
without free variables (one that semantically evaluates to a boolean value
over each T-structure) is a sentence. Sentences define classes of structures,
concentrating on finite structures we put

fmod(p): = {Ql € fin[7] ’ A= cp}.

We mostly use letters ¢,1,x,... to denote formulae. Let ¢ € L[r]. Vari-
ables displayed in brackets like the z; in ¢(z1,...,z,) indicate that semanti-
cally we consider ¢ as defining a global relation of arity r on fin[r]. Over 2,
©(x1,...,2,) evaluates to the predicate

o] = {a €A

A = plal}.

2 = ¢[a] says that @ is satisfied over 2 when the free variables are interpreted
as indicated. In this usage the notation ¢(z1,...,x) does not imply that the
displayed x; must all be syntactically free in ¢, but that the free variables of ¢
are among those displayed. We speak of a formula in free variables x4, ...,z
with this meaning: free(p) C {z1,...,zr}. For instance, we allow to regard
the formula z; = x5 also as a formula in free variables x1, s, z3, and write
©(x1, T2, x3) = x1 =9 if this view is intended.

Similar conventions apply to second-order variables (predicate variables)
where such occur. In particular notation like ¢(X,Z) € L[r] indicates that
given a 7-structure plus additional interpretations for the second-order vari-
ables X by extra predicates and for the T by elements, ¢ evaluates to a
boolean value. 2 = [P, a] expresses that ¢ is satisfied in 2 with the indi-
cated interpretations for X and Z.
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It is sometimes convenient to consider interpretations for some free first-
or second-order variables as momentarily fixed. The notation (2, I") for some
partial interpretation of free variables through I" indicates this meaning.

Definition 1.2. (i) The sentence ¢ € L[r] defines the boolean query @ C
fin[7] if @ = fmod(¢).
(i) The formula o(x1,...,xz,) € L]7] defines the global relation R on fin[r]
if R* = @[] for all A € fin[r].

The expressive power of a logic is determined in terms of those global
relations that are definable in this logic.

Definition 1.3. Two logics are semantically equivalent if they define exactly
the same global relations on finite structures.

LlEEQ

denotes this semantic equivalence over finite relational structures. The possi-
ble weakening of this requirement, that the two logics define the same classes
of finite structures is explicitly indicated. We write “Lq = Lo for sentences”
or “Lq1 = Ly for boolean queries”.

Observe that £, = L says that for every formula of £, there is a formula
of L5 that is equivalent over finite structures, and vice versa. The weaker
notion of equivalence expresses the same requirement in restriction to sen-
tences. The distinction between the two notions of equivalence is of a purely
formal nature for our considerations. Most natural logics admit a faithful re-
duction from definable global relations to definable boolean global relations
so that their expressive power is fully determined by their strength in defining
classes, i.e. by their sentences.

The notation = for semantic equivalence extends with analogous meaning
to classes of queries that are not specified by logics. For instance if C is a class
of queries and £ a logic then C = L says that every query in C is definable
by a formula of £ and that conversely all £L-definable queries are in C.

1.1.4 Types

We are interested in L-definable properties of element tuples. The L-type
of a tuple @ = (a1, ...,ax) of elements of a 7T-structure 2 is the class of all
L-formulae in free variables T = (x1,...,x) that are satisfied by @ in 2:

0§ (a) = {(@) € L[] | & |- lal}.
TPE(T; k) is the class of all L[7]-types in variables x1, ..., zk:
Tp* (s k) = { tp§ (a) \ % € finfr],a € 4*}.

TpE(Ql; k) denotes the set of all L[r]-types of k-tuples over a particular 2A:
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TpX (A k) = {tpﬁ (a) ‘ ac Ak}.

We use Greek letters a;, 3, ... to denote types. If o € Tpﬁ(T; k) then a = ¢
means that 2 = ¢[a] whenever 21 and @ are such that tp§ (@) = . In case ¢
is also in L[7] this is just to say that ¢ € a.

We often think of Tp”(7;7) for 1 < r < k as embedded into Tp*(r; k)
via

tpﬁ(al,...,a,.) — tpﬁ(al, e, 1,01, .. .,a,.).
k—r
Some of the logics that play a central réle in the following possess only
a bounded supply of variable symbols. If £ only has variables x1, ...,z we

agree to apply the notion of L-type only to tuples @ of length at most k. We
adopt the convention that Tp® (r;7) = 0 for > k in this context.

The most basic types considered are the atomic or quantifier free types.
They are obtained in the above formalism if £ is chosen to be the quantifier
free fragment of first-order logic. We write atpgy (E) for the collection of all
quantifier free formulae that hold true of @ in 2. Note that each such type
can be fully represented by the set of atomic formulae contained in it. In
this sense, and for finite relational vocabularies, each atomic type is finite
and we may identify an atomic type 6 with a single quantifier free formula:
the conjunction over all atomic formulae contained in 6 together with the
negations of all those not contained in #. Some such syntactic normal form is
tacitly assumed when we deal with sets of atomic types. The set of all atomic
T-types in variables x1, ...,z is denoted by Atp(7;k):

Atp(r; k) = {atpm (a) ‘ A € fin[r],a € Ak}.

Clearly only structures of size up to k£ need be considered since 7 is purely
relational. For finite 7 therefore, Atp(7;k) is obviously finite. In fact a finite
representation of Atp(7;k) in terms of the above syntactic normalization is
immediately obtained.

Atomic types in vocabulary () — in the language of pure sets, where only
equality is available — are here called equality types. We write eq(ﬁ) for the
equality type of @ and Eq(k) for the finite set of all equality types in variables
Llyeooy Tk

For indistinguishability of structures or structures with parameters in a
logic we use the following notation.

Definition 1.4. For the logic £ we denote by =* the equivalence relation of
indistinguishability in L or L-equivalence both of structures and of structures
with parameters:

(i) A =X A" if A and A satisfy ezactly the same L-sentences.
(ii) (A, @) =X (A, @) if @ and @ satisfy evactly the same L-formulae over
2 and A respectively — equivalently if tpg (E) = tp&, (6’ )

Note that Tp“(7; k) may be identified with fin[r; k] /=,
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1.2 Algorithms on Structures

The informal notion of algorithms on structures simply refers to algorithms
that are intended to take finite structures as inputs. Algorithms do not deal
with abstract structures directly but with presentations or encodings of these.
In standard models of computation — we mainly think of Turing machines
— algorithms directly deal with words, ordered strings of symbols over some
fixed finite alphabet. Straightforward encoding schemes that faithfully map
structures to words are available for structures over standard domains. The
implicit ordering of the standard domain allows to enumerate all instantia-
tions of atoms lexicographically. The entire structural information can thus
be coded in a binary string that lists the boolean values of all instantiations
of atoms in this ordering. Having fixed any such convention for the direct en-
coding of standard structures we can identify standard structures with their
encodings as bit-strings. Without loss of generality we may thus pretend that
algorithms for computations on finite 7-structures directly accept elements
of stan[7] as inputs. We think of such an algorithm A as realizing a mapping

A:stan[r] — range(A)
A —  ARA).

The same considerations apply to algorithms that take structures with pa-
rameters as inputs; we replace stan[r] by stan[r; ] for some r. With respect
to the range of A we may distinguish two cases (the distinction is purely
intentional): either we regard range(.A) simply as a set of words, or we simi-
larly identify output words with standard objects they encode. In particular
we adopt the latter view if we want A to realize a mapping from structures
to structures. As for the input domain, we identify the output domain with
some stanf[o] and pretend for instance that A directly realizes a mapping
A:stan[r] — stan[o]. Similar conventions can be employed to algorithms
which are to output natural numbers: A: stan[r] — w.

Algorithms are unproblematic as far as they realize mappings between
certain domains of standard objects (objects with standard encodings). The
picture becomes fundamentally different if we want to realize functors on
structures. Consider the algorithmic evaluation of a boolean query on fin[r].
No matter whether we restrict the domain to stan[r] or not, there remains
the crucial invariance condition that A(A) = A(') whenever A and 2’ are
isomorphic. Note that this condition really arises from two sources:

(a) when encoding even a single abstract 2 € fin[r] through an element of
stan[r]| then a priori the representative in stan[r] is determined only up
to isomorphism.

(b) since a boolean query by definition corresponds to an isomorphism in-
variant functor, its restriction to stan[r] still has to be invariant under
isomorphisms.
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Of course there are situations in which uniquely determined representa-
tives of abstract input structures by elements of stan[r] are available. Most
notably this applies to linearly ordered structures. As pointed out above we
may identify ord[r U{<}]/~ with stan[r]. Linearly ordered structures, even
when viewed only up to isomorphism, therefore are themselves objects with
standard encodings — whence their notorious special status in considerations
concerning logics for complexity classes arises. Somewhat more generally such
exceptions occur wherever there is some adequate normalization or canon-
ization procedure available. Variations on this issue will concern us in later
chapters.

Entirely similar considerations apply of course to the evaluation of r-ary
queries that we choose to realize in the boolean format

A:stan[r;r] — {0,1}

which is also subject to invariance under isomorphism. Finally, functors from
structures to structures are realized as

A:stan[r] — stan[o]
with invariance condition 2 ~ 9B = A(2) ~ A(B).

Definition 1.5. (i) The algorithm A:stan[r] — {0,1} computes the bool-
ean query @ C fin[r] if for all A € stan[r]: A(A) = 1 if and only if
A € Q. We also say that A recognizes the class Q.

(i) An algorithm A:stan[r;r] — {0, 1} computes the r-ary query R on fin[r]
if for all (,@) € stan[r;7]: A, @) = 1 if and only if a € R*.

(i1i) An algorithm A:stan[r] — stan[o] computes the functor F:fin[r] —
fin[o] if for all A € stan[r]: A(A) ~ F(2A).

(iv) An algorithm A:stan[r] — S computes the functor F:fin[r] — S whose
range is some domain of standard objects S if for all A € stan[r]:

AQ) = F().

1.2.1 Complexity Classes and Presentations

We are interested in the complexity of problems that concern structures.
Consider a structural problem, any of the several kinds of computational
problems considered in Definition 1.5. The complexity of such problems is
the complexity in the standard sense of its algorithmic realizations A. When
dealing with relational input structures we identify the input size with the
size of the universe of the input structure. Although this parameter may differ
from the length of an actual encoding of the input structure, the difference
does not matter for our purposes because the complexity classes considered —
mainly PTIME and PSPACE, but the same applies to all standard classes from
LOGSPACE upward — are robust under polynomially bounded re-scalings of
the input size.
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A boolean query @ C fin[7], for instance, is in PTIME if there is a PTIME
algorithm A that computes @ in the sense of Definition 1.5 (i). More precisely,
if there is an algorithm A for @ that terminates its computation on all 2 =
(n,...) € stan[7] in time polynomial in n. It is customary to denote the class
of all PTIME queries again by PTIME, and similar conventions apply to all
the usual complexity classes. It should always be clear from context whether
we think of for instance PTIME either as the class of all polynomial time
computable functions (on the natural numbers, or on some other domain
of objects with standard encodings), or as the class of all polynomial time
computable queries on finite relational structures. In order to emphasize the
latter interpretation we shall sometimes speak of PTIME or other complexity
classes as complexity classes of queries, a notion introduced by Chandra and
Harel [CHS0].

As pointed out in the introduction the issue of logics for complexity classes
is closely related with the abstract notion of recursive presentations for com-
plexity classes of queries.

Definition 1.6. Let C be a complexity class of queries. C is recursively pre-
sented by a recursive or recursively enumerable set M of algorithms if each
A € M is an algorithmic realization of a query in complezity C, and if M is
semantically complete for C: C = {Q|Q realized by some A € M }.

We write C = M to stress the underlying semantic equivalence and speak
of M as a recursive presentation for C. For short we also just call C recur-
sively enumerable if it admits a recursive presentation.

This notion of a recursive presentation similarly applies to any class of
problems C that is specified by algorithmic criteria. Recall from the intro-
duction that ordinary PTIME, as the class of all polynomial time computable
problems on natural numbers say, is recursively presentable through the
subclass of polynomially clocked PTIME machines (compare Section 0.1.2).
PTIME as a class of queries is a paradigmatic semantic class. As a subclass of
ordinary PTIME, PTIME as a class of queries is characterized by the semantic
condition of invariance under isomorphism. The problem whether there are
logics for complexity classes of queries essentially is the problem of finding
recursive presentations of these semantically defined classes.

1.2.2 Logics for Complexity Classes

This following notion was first presented in precise terms in [Gur88].

Definition 1.7. Let C be a complexity class of queries. Assume that L is
a logic with recursive syntax and semantics: for finite T the set L[T] of -
formulae of L is recursive’ and there is a recursive mapping from L[r] to

2 Note that just as for recursive presentations it does not really matter whether
we require recursive or recursively enumerable syntax. If (goi)@l is a recursive
enumeration then the recursive set {(¢;,7)|¢ > 1} can replace the original syntax
if necessary.
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algorithms, ¢ — A, such that A, evaluates (the query defined by) ¢ over
fin[7].

L is a logic for C or captures C if C coincides with the class of queries that
are definable in £, C = L, and if the recursive semantics ¢ — A, maps L[]
to algorithmic realizations within C.

Of course the same notion applies to other classes of queries that are
defined in terms of algorithmic criteria, in particular to subclasses of com-
plexity classes of queries. The well known theorem of Immerman and Vardi
for instance says that the class of all PTIME queries on ordered structures is
captured in exactly this sense by fixed-point logic.

Sometimes it is useful to strengthen these requirements so that other
important data also become recursive in terms of the formulae of £, compare
[Gur88, EF95]. For instance one may require that data describing complexity
bounds on A, be recursive in ¢. While such strengthenings are crucial for
certain arguments we can here stick to the basic notion.

It is worth to note the essential equivalence between the notions of cap-
turing by some logic and that of a recursive presentation. It is clear that a
logical representation as in the last definition provides a recursive presenta-
tion through {Aw ‘ Y€ L'} . Conversely, any recursive set of algorithms may
be regarded as a logic with recursive syntax in the abstract sense; for the
semantics choose the obvious one embodied in the algorithms. In this way
any recursive presentation of C can essentially be regarded as a logic that
captures C. There are some fine points to be considered if as usual we want
abstract logics to satisfy some appropriate regularity criteria as outlined in
[Ebb85]. For this it is obviously necessary that C itself as a set of queries
satisfies corresponding closure criteria. At least for classes C that are natural
in such respects it follows that indeed the two notions are equivalent. We
do not here enlarge on this issue, in fact an informal concept of ‘logics for
complexity classes’ will be quite sufficient for our purposes.

1.3 Some Particular Logics

1.3.1 First-Order Logic and Infinitary Logic

We write L, for first-order logic. The expressive power of first-order logic
over finite structures is very unsatisfactory in terms of computational com-
plexity. While all L, -definable queries are LOGSPACE computable, first-
order logic fails to define fundamental structural properties in LOGSPACE
or even below. This was briefly discussed in the introduction. First-order
equivalence =X+~ however, turns out to be too strong a notion of equiva-
lence over finite structures. Two finite structures are first-order equivalent
if and only if they are isomorphic: a first-order sentence, that uses enough
variables to enumerate all elements of a given structure and specify all basic

relations between them, characterizes that structure up to isomorphism.
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Full infinitary logic is the logic L, that has the usual first-order rules
for the formation of formulae and in addition is closed under infinitary con-
Junctions and disjunctions: if ¥ is any set (!) of formulae of Lo, then AW,
the conjunction over ¥, and \/ ¥, the disjunction over ¥, are also formulae of
Loow. Their semantics is the obvious one: A ¥ evaluates to true if all formulae
in ¥ evaluate to true and \/ ¥ evaluates to true if at least one formula in ¥
does. Note that one often has to deal with families of formulae (¢;);er and
then writes for instance A, ; ¢; instead of A{v; | i € I}.

As mentioned in the introduction any query on finite structures is defin-
able in L...,. This follows from the observation that any finite structure 2 is
characterized up to isomorphism by some first-order sentence pg. If @ is a
boolean query, for instance, then the infinite disjunction 1) = \/ g over all
g for A € Q Nstan[r] clearly defines ). Recall, however, that og typically
requires n + 1 variables if the size of 2 is n. This motivates the introduction
of the finite variable fragments of L.,.

1.3.2 Fragments of Infinitary Logic

Definition 1.8. L*_ is the fragment of Lo, that consists of formulae us-
ing only variable symbols from {z1, ... ,xx}. The union of the L. is denoted
LY . It consists of all formulae of Lo, that use finitely many variable sym-
bols (from the standard supply {x;|i = 1}).

We also consider the corresponding bounded variable fragments of Ly, :

let L¥ , denote first-order logic with variable symbols {x1,...,x1}.

The union of the LE  is full first-order logic Ly, In actual formalizations
we often use variable symbols x, y, z, ... instead of the standardized x;
for the sake of easier readability. The official restriction to standard sets of
variables is convenient, however, to have syntactic closure under conjunctions
and disjunctions for each L’;W. We give some examples for the expressive
power of the LX_ . Formalizations with few variable symbols typically require
clever re-use of already quantified variables. Examples 1.9 and 1.11 are from
[KVa92a], Example 1.16 plays an important role in [DLW95] in a context
that will also concern us here later.

Example 1.9. Over linear orderings (A, <) two different variable symbols
suffice to produce first-order formulae ¢;(z), for ¢ > 0, which express that
is the i-th element with respect to <. Equivalently, for the standard linear
orderings (n, <):

(n,<) E wilm] exactly for m = i.

To obtain these formulae put ¢o(z) := —Jy y <z to define the bottom element
in any linear ordering (A4, <). Inductively let

pir1(): =\ ~p;() A Vy<y <z—\/ saj(y)),

Jj<t §<i
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where ¢ (y) is the result of exchanging  and y throughout the formula ¢;(x).

Example 1.10. The class of acyclic directed graphs (4, E) is definable by
a sentence of L2, . Observe that a finite graph is acyclic if it has no infinite
FE-paths, or equivalently if there is some finite bound on the length of FE-
paths. Put &y(z) := —JyEyr to characterize those vertices that have no
FE-predecessors. Inductively let

Eiv1(x):= Vy(ny — §,(y))

Then (A, E) | &[v] if and only if there is no E-path of length greater than
1 reaching v. It follows that

&= \/ vagi(x)

S
characterizes acyclic directed finite graphs as desired.

The sequence of formulae &; from Example 1.10 can be extended to ordinal
indices to form formulae &, () asserting (over arbitrary structures) that the
E-rank of z is at most a: inductively &, (z) = Vy(Eyz — Viza &(y)). E is
well-founded if there are no infinite descending FE-paths, which is equivalent
with the existence of some A such that (A, E) = \/ ., Vo&a(x). It follows
that the class of well-founded relations of rank less than A is L2 -definable
over arbitrary structures, for each A. We shall return to two variables, linear
orderings, and well-foundedness in Example 1.12 and Corollaries 1.13 and
1.14 below.

Example 1.11. The reflexive transitive closure of a binary relation FE is
definable in L2 . The formula vy (z,y) := x=vy V Exy describes the pairs of
E-distance at most 1. Inductively, ¥;11(x,y) := ¥;(x,y) VIz (wi (z,2) /\Ezy)
defines those pairs (x,y), whose E-distance is at most ¢ + 1. Thus £(z,y) :=
Vis1 ¥i(x,y) defines the reflexive transitive closure of E.

It is a well known fact (that will also be illustrated in Example 2.6 with a
typical game argument) that two variables do not suffice to define transitive
closures or to assert transitivity of a given binary relation. The following
observation, which is also a direct consequence of the very first exercise in
Poizat’s [Poi82], is therefore quite intriguing. The way it is proved here is
inspired by an argument from [GOR96a].

Example 1.12. The class of finite linear orderings is L% -definable (even
over not necessarily finite structures). Let ¢’ be an L2, [<]-sentence asserting
that < is acyclic (obtained from ¢ in Example 1.10 through replacing E by
<). We claim that

Pora = 5//\9007
where ¢y = Vchy(nc:y\/ac<y\/y<ac)7
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defines the class of all finite linear orderings. It remains to argue that .4
enforces

(i) irreflexivity — Vz—z < x: it does since £’ forbids loops.
(ii) antisymmetry — VaVy— (x <yANhy < x) : it does since &’ also forbids
cycles of length two.
(iii) transitivity — ‘v’a:Vsz(a: <YyNy<z—oax< z) cifr <yandy < z
then x # z (forbidden cycle of length two) and z £ x (forbidden cycle
of length three), whence g forces = < z.

In fact, over not necessarily finite structures and for any ordinal A the class
of all well-orderings of order type less than A is L2 _-definable. It follows
that for instance the class of all countable well-orderings is L2, -definable
over arbitrary structures. This claim is justified just as in the last example,
if we replace £’ by a sentence that expresses that < is a well-founded rela-
tion of rank less than A (compare the remark following Example 1.10). £’ in
particular forbids loops and cycles, so that irreflexivity, antisymmetry and
transitivity follow as above.

Returning to finite structures, we have the following:

Corollary 1.13. Let <€ 7 and let T have no relation symbols of arity greater
than 2. Then any query of linearly ordered finite T-structures Q C ord[r] is
L2 -definable.

Sketch of Proof. Consider without loss 7 = {<, E'} with one extra binary
relation E besides <. Let 2 = (n, <, F) have standard domain with the
natural interpretation of <. Put, for formulae ¢; as in Example 1.9 that
characterize the i-th element of the ordering,

o= poa AV \[ @i(@) A N\ Fa3y(ei(e) Apj(y) A Eay)
i<n (i,5)eE
AN F23y(pi@) Api(y) A—Eay).
(1,5)¢E
Then g characterizes 2 up to isomorphism. The disjunction \/ ¢y over those
of these 2 that are in @) defines Q. ad

In particular, for any set W C w \ {0}, the class of those linear orderings
whose size is in W is definable in L2 . This immediately gives the following:

Corollary 1.14. L2_ is sufficiently expressive to define arbitrarily complex

and even non-recursive queries.

Example 1.15. The class of all finite trees is definable in L2__. A structure
(A, E) is a tree if F is acyclic and if

(i) there is exactly one element without E-predecessors (the root).
(ii) each element has at most one E-predecessor.
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Note that connectedness is implied by (i) and (ii) if there cannot be cycles.
Now cycles can be forbidden in L2, according to Example 1.10. (i) can even
be formalized in L2 through

JaVy—-Eyx A V:EVy((VyﬁEym A Vm—\Exy) —x = y)

(ii) actually needs a third variable for mere counting, as for instance in the
formalization
VxVsz(ny ANEzx —y = z)

A binary tree is a tree in which all nodes have out-degree 0 or 2. A full
binary tree is a binary tree in which all leaves (nodes of out-degree 0) are at
the same distance from the root (at the same height).

Example 1.16. The class of all full binary trees is definable in L2 . The
condition on equal height of all leaves is formalized in three variables us-
ing auxiliary formulae ¢; that define the set of vertices at height i. These
are constructed inductively similar to the formulae used in Example 1.9.
wo(z) := ~JyEyx defines the root. Inductively y;+1(z) := Jy(p:(y) A Eyz)
is as desired. The L2 -sentence \/; Vz (ﬁHyEajy — @i (x)) forces all leaves to
be at the same height.

It might look surprising that the condition on out-degree 2 should also
be expressible in just three variables. It is however, and quite simply, in the
context of trees. The sentence

—Jzq13x0 325 (/\ Ty # x5 A /\ (Elzi /\ Ezixj))
i#]

i=1,2,3 J#i

expresses that there are no three vertices with common direct predecessors
for any two of them. If the in-degree can at most be 1 then this is equivalent
with a bound of 2 on the out-degree. The condition that the out-degree of
all vertices apart from the leaves must be at least 2 is trivially first-order
expressible in three variables.

In Example 1.15 some variables had to be spent for mere counting in the
conditions on the degree of vertices. In general the explicit formalization of
3> rp(x) requires at least m variables as for instance in

Hxl...ﬂxm( /\ x; # x5 A /\ LP(LL'Z‘)).

1<i<j<m 1<is<m

Indeed, over the empty vocabulary it follows easily from game arguments that
are treated in Chapter 2, that no sentence of L™ ! can express the existence
of at least m distinct elements. It is therefore natural to consider fragments
of first-order and infinitary logic with a bounded supply of variables that
admit, however, arbitrary counting quantifiers 3™,
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Definition 1.17. C%  is the fragment of Lo, that consists of formulae
using only variable symbols from {x1,...,xr} but allows arbitrary counting
quantifiers 37™, m > 1, instead of the standard existential quantifier 3. The

union of the CX  is denoted C%, .

Some simplifications in actual formalizations are achieved with the fol-
lowing agreements. We write 3=™z¢(z) as an abbreviation for 3™ xp(z) A
—32m+1gp(x). This notation may be extended to allow 3=%x¢(x) as short-
hand for =3z¢(z). Quantifiers 3>™, IS™ and I<™ are similarly introduced.

We give a few simple examples for the expressive power of C2 . A much
more central example, the expressibility of the stable colouring of graphs in
C? . is presented in detail in Chapter 2.

ocow?

Example 1.18. The class of regular graphs is definable in C2_ . Apart from
the standard axioms for graphs, which are in two variables, take

x: = VaVy /\ (3>myExy > 3>meya:)

mew

to express regularity.

Example 1.19. Even C2 does not have the finite model property, i.e. there
are sentences of C2, without finite models that are satisfiable in infinite
structures. For instance it is expressible in C2 that a binary relation F is
the graph of an injective total function that is not surjective:

Va3=lyExy AVyIStzExy A IyVa—-Fxy.

First-order logic with two variables L2 , on the other hand is known to have
the finite property by a result of Mortimer’s, see Theorem 7.35.

Example 1.20. Any finite equivalence relation is characterized up to iso-
morphism among all finite equivalence relations by its C% -theory. The ax-
iomatization of equivalence relations, however, needs at least three variables.
Let 2 = (A, ~) where ~ is an equivalence relation over A. A complete in-
variant that characterizes any finite equivalence relation up to isomorphism
is its spectrum, the set of pairs (i, Vi) such that there are exactly v; classes
of size i in (A, ~). This information is expressed in two variables by

/\ =iy Hziy T ~y.
i

That two variables even with counting quantifiers do not suffice to express
transitivity of a binary relation F is shown easily with games discussed in
Chapter 2, see Example 2.6.

Example 1.21. The classes of all trees and of all full binary trees are de-
finable in C2% . In fact we observed in Example 1.15 and 1.16 that a third
variable was only needed for counting purposes. For instance (ii) of Exam-
ple 1.15 now simply becomes Vo3SlyEyz.
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1.3.3 Fixed-Point Logics

Fixed-point logics provide extensions of first-order logic that capture some
recursion on relations. Consider a formula ¢(X,Z) in free variables X and T
of matching arities, X a second-order variable for a predicate of arity r» and
T = (21,...,2,). Over structures A that interpret ¢ up to X and the T the
formula ¢ induces a mapping on r-ary predicates:

F2 P(A") — P(A7)
P +— {ac A" |AEg[Pa]}.

P(A") denotes the power set of A". For any mapping F:P(A") — P(A")
consider the following two recursive processes.

The partial fixed point of F'. Inductively, a sequence of r-ary predicates
is generated through iterated application of F' to the empty predicate:

XO = @
X,‘+1 = F(XZ)

With this sequence the partial fized point of F is defined to be either the
stationary value of this sequence if such exists or the empty set otherwise:

X, if Xiy1 = X;

PFP[F] := { 0 if X;p1 # X, for all 4.

The inductive or inflationary fixed point associated with F'. Induc-
tively, the following increasing sequence of r-ary predicates is generated:

XO = @
Xl'+1 = Xz U F(Xl)

Note that this sequence may alternatively be obtained through iterated ap-
plication of a modified operation Fi, to the empty predicate. F, is the
inflationary variant of F', defined by F.,.q(P) := P U F(P); generally an op-
eration G on sets is called inflationary if always G(P) D P.

Since the domain A is finite, the sequence of the X; must become station-
ary within polynomially many steps of the iteration. The limit reached is the
inductive or inflationary fized point:

IFP[F] = X where ig = min{i|X;11 = X;}.

ig
Equivalently: IFP[F] = J, X,
or IFP[F] = PFP[F,..].
The X; in these definitions are referred to as the stages in the generation of
the respective fixed points.

Fixed-point logics provide constructors for the definition of those predi-
cates that are obtained as fixed points of operators F' = F, as above. For the
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inductive definition of their syntax and semantics it is important to consider
formulae ¢ that may have other free first- and second-order variables than
X and 7. To make clear which variables are those involved in the fixed-point
process, we write PFP x z¢ for the partial fixed point associated with the
operator F,, where free variables other than X and Z in ¢ are kept fixed
as parameters with respect to the operation F,,. The same applies to the
inductive fixed point.

Syntax and semantics of partial fixed-point logic PFP are defined as fol-
lows. Syntactically, PFP is the closure of atomic formulae (where second-
order variables are admitted) under the usual first-order constructions and
the partial fixed-point constructor. The latter allows to construct a new for-
mula ¢ = [PFP X@go]f from any formula ¢ € PFP, where X is a second-order
variable of some arity r and T an r-tuple of distinct first-order variables. For
the free occurrence of variables put free(v) := (free(¢) U {z}) \ {X}.

The semantics for the PFP-constructor is that induced by the partial fixed
point of the corresponding operator. If (2, I") is a structure of the appropriate
vocabulary together with interpretations for all variables in free(p) \ { X, Z},
then

(@, 1) Ela if aePFPFM,

where F2:T": P(A”) — P(A") is the operation induced over (2, ") by ¢.

Definition 1.22. Partial fixed-point logic PEP is the smallest logic closed
under the usual first-order constructors and the PFP-constructor.

Clearly PFP C PSPACE. Recall that first-order queries are in LOGSPACE.
Over structures of size n PFP-processes in arity 7 terminate within at most
2™ 4+ 1 steps, where m = n". A corresponding step counter can be run in
PsSPACE and only two stages of the fixed-point generation need be kept si-
multaneously.

For fixed-point logic FP one considers the inductive or inflationary fixed-
point operator instead of the partial fixed-point operator. The syntax is ex-
actly the same as for PFP, only that we write FP instead of PFP in fixed-point
formulae and choose the semantics based on the inductive fixed point of the
underlying operation: for ¢ and (2, I") as above, and ¢ = [FP X@.cp]f put

@, 1) @) if aelFPFST].

Definition 1.23. Fized-point logic FP is the smallest logic closed under first-
order constructors and the FP-constructor.

It is obvious that FP C PTIME as IFP-processes terminate within a poly-
nomial number of iterations.

We regard FP as a sublogic of PFP in the sense that [FPxﬁﬂf may
be identified with [PFPxz(XZ V ¢)]Z, since the inflationary variant of the
operation F, is the same as Fi for ¢' = XZT V ¢.
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Theorem 1.24 (Immerman, Vardi). Over the class of linearly ordered fi-
nite structures FP captures PTIME: a class of linearly ordered structures is
recognized by a PTIME algorithm if and only if it is the class of finite mod-
els of some sentence of FP; a global relation on ordered structures is PTIME
computable if and only if it is definable in FP.

Theorem 1.25 (Abiteboul, Vardi, Vianu). Over linearly ordered finite
structures PFP captures PSPACE: a class of linearly ordered structures is
recognized by a PSPACE algorithm if and only if it is the class of finite models
of some sentence of PFP; a global relation on ordered structures is PSPACE
computable if and only if it is definable in PFP.

Theorem 1.24 was obtained in [Imm8&6] and [Var82]. Theorem 1.25 com-
bines results from [Var82] and [AV89] (via equivalences with relational While-
queries).

Let us briefly indicate how the fixed-point processes available in FP and
PFP can be used to code PTIME, respectively PSPACE, computations over
linearly ordered structures — an observation that is the key to the preceding
theorems.

Example 1.26. Polynomially space bounded configurations of a Turing ma-
chine can be encoded by predicates over the ordered domains of the input
structures. The arity of the predicate depends on the degree of the space
bound. A definable indexing of the tape cells is provided by the lexicographic
ordering on an appropriate power of the universe. In terms of these encodings
by predicates it is easily seen that the successor step from one configuration
to the next becomes first-order definable.

For a PSPACE machine that computes a boolean query say, consider the
partial fixed-point process based on this first-order formalization of the com-
putational successor (with a corresponding definition of the initial configura-
tion). Provided that we adapt the transition function of the machine in such
a way that an eventual halting configuration is formally repeated indefinitely,
the limit value of this partial fixed-point process is an encoding of the halting
configuration if the machine halts on the given input structure.

For a PTIME machine we may pass from the encoding of individual con-
figurations to a cumulative encoding of initial segments of the computation
path. We use a fixed-point variable with additional entries for a lexicographic
indexing also for a polynomial number of time steps. This leads to an induc-
tive fixed-point process whose i-th level describes the computation path up
to step 4. The limit reached in this process is an encoding of the entire com-
putation path on the given input structure.

In either case the actual result of the computation (acceptance or rejection
in the case of a boolean query) is first-order definable in terms of the final
configuration.

The original and intuitively also very appealing definition of fixed-point
logic FP in terms of a least fized-point operator LFP rather than the in-
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ductive or inflationary operator IFP is equivalent in expressive power. This
equivalence between the least fixed-point extension of first-order logic and the
formalization using IFP is shown by Gurevich and Shelah [GS86], see also
[Lei90]. The formalization using inductive fixed points will be more convenient
in connection with the counting extensions to be introduced in Chapter 4.

As a further indication of the versatility of fixed-point constructs we
briefly consider systems of simultaneous fixed points.

Example 1.27. Let ¢ = (p;(X1,... ,Xm,,f(i)))i:h“ﬂn be a tuple of formu-

lae in which the arities 7; of the Z(*) match those of the X;. With © one may

associate an operation F on P(A™) x --- X P(A™), over structures that
interpret the ¢; up to the X; and Z"), through:

P ({a¥ | @.P) F eila]})

i=1

FRRES

Iteration in the spirit of IFP or PFP yields inflationary or partial fixed points
for such systems of interrelated relational transformations. Standard tech-
niques for the encoding of tuples of relations through a single relation of
higher arity can be employed to show that fixed-point logic FP and partial
fixed-point logic PFP are closed under the formation of respective fixed points
for systems.

1.3.4 Fixed-Point Logics and the L’;ow

The fixed-point logics PFP and FP both are sublogics of LY . Since FP itself
is a sublogic of PFP it suffices to review the argument that yields PFP C
LY. ,. Since we have already seen that L%, expresses queries of arbitrary
complexity, whereas PFP-definable queries obviously are in PSPACE, it follows
that PFP ¢ LY .

For a convenient statement of the following arguments it is useful to elimi-
nate first-order parameters in fixed-point processes. This is easily done at the

expense of an increase in the arity of the second-order fixed-point variable.

Lemma 1.28. Any formula in PFP is equivalent with one in which fixed-
point operators are applied only in the form PFP x zp, where all free first-
order variables of ¢ are among those in T. The same holds of FP.

Sketch of Proof. Consider ¢ with free first-order variables Z, Z. Assume that
T and Z together consist of pairwise distinct variables and that no variable in Z
is bound in . Let ¢’ be the result of replacing any atom X% in ¢ by the atom
ZZu, where Z is a new second-order variable whose arity is that of X plus
arity of z. It is easily seen that {zZ | [PFPxz¢]7} = {27 | [PFP2zz¢/|zT}.

O

Lemma 1.29. Let ¢ € Lk be a formula, possibly with free second-order
variables. Let X be a second-order variable of arity v, and T an r-tuple of
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pairwise distinct variables from {x1,...,xy}. Assume that all free first-order
variables of ¢ are among those in T. Then 1 := [PFPX@@]E 18 equivalent
with a formula in L% .

Proof. Let us write ¢(X,Z) for the given ¢, second-order variables apart
from X are irrelevant in the argument. Without loss of generality we assume
that all X-atoms in ¢ are of the form X7 for an r-tuple of mutually distinct
variables 7. An atom Xx;2;7 for instance can be replaced by the formula
Jzj(z; = z; A Xxja;7') for a variable z; different from z; and the 7.

It is shown inductively that the stages X; in the generation of the fixed
point PFP x z¢(X, T) are definable by LY -formulae ¢;(%). ¢o(T) is the result
of replacing each X-atom in ¢(Z) by some universally false expression like
-z =z in the same variables. Inductively assume that ¢;(T) is as desired.
Semantically ¢;41(Z) has to be the result of substituting {Z ’ ¢i(Z)} for X
in ¢(Z). Consider a single atom X7 in ¢(Z), ¥ a tuple of mutually distinct
variables. Choose a permutation of the set of variables {z1,...,x;} that
maps T to §. An application of this permutation to all variables in ¢;(T)
yields a formula ¢;(7) with X; = {7 | ¢;(y)} that can be substituted in
place of X7 in ¢(T) without any clashes with bound variables. ¢;11(T) is the
result of corresponding substitutions for all X-atoms in ¢(Z). It follows that

[PFPx z¢(X,Z)|7 is equivalent with Viso (Vf((pl(f) — 0it1(T)) A %(f))
O

Corollary 1.30. FP CPFP ¢ LY .

The first semantic inclusion is strict if and only if PTIME & PSPACE by a
theorem of Abiteboul and Vianu. We shall come back to this in Chapter 3.

Note that the L*  are indeed not closed with respect to PFP or FP,
since fixed points may involve first-order parameters. The elimination of these
according to Lemma 1.28 may need extra variables. An easy example to this

effect is the following one in the language of a single binary relation E.

Example 1.31. The formula ¢(z,y) := [FPX_,z(a::y\/Hy(Xy/\ny))]x de-
fines the reflexive transitive closure of E. If ¢ were equivalent with a formula
in L2_, it would follow that transitivity of a symmetric reflexive relation F
is expressible in L2 since it is expressed by VaVyp(z,y). As we shall see in
Example 2.6 below, transitivity is not even definable in C% .

Another corollary to Lemma 1.29 concerns a frequently used collapsing
argument over structures that realize few L*__-types.

Corollary 1.32. Let K C fin[r] be a class such that for some d each
2l € K realizes at most d different LX, -types. Then any fived point over
an LY -formula without first-order parameters as considered in Lemma 1.29
is reached after at most 2% + 1 iterations. It follows in particular that L is
closed with respect to fixed points without first-order parameters over K.
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Sketch of Proof. Under the assumptions and for ¢(X,Z) as in Lemma 1.29,
there are no more than 2¢ different L _-definable k-ary relations over any
2 € K that can occur as stages in the fixed-point iteration. This is because
each L _-definable relation over 2l corresponds to a union of LX_ -types over
AF. Therefore, in the notation of the proof of Lemma 1.29, [PFPy 7|7 is
equivalent over K with

Y(T): = Vf(wm(f) A ¢m+1(f)) A om(T),

for m = 24, If ¢ is in L* , then so is ). ad

ww?

1.4 Types and Definability in the L*  and C*

The following lemma applies to the fragments of infinitary logic considered
above. Since they provide conjunctions and disjunctions over arbitrary sets of
formulae, they are in particular closed with respect to countable conjunctions
and disjunctions. Generally, a logic £ is closed with respect to countable con-
junctions and disjunctions if for any family (901')1- cow of formulae in £ there are
L-formulae with semantics corresponding to the conjunction and disjunction
over the @;, respectively. As usual we write A, ¢; and \/,,, ¢; for these.
Closure under negation is similarly defined. The lemma is a consequence of
the fact that, for fixed finite vocabulary 7, fin[r] and fin[r; k] are countable

up to isomorphism.

Lemma 1.33. Let L be closed under negation and with respect to countable
conjunctions and disjunctions, T a finite vocabulary. Then

(i) each 2 € fin[r] is characterized up to = by some sentence py € L[7],

i.e. for all A' € fin[7]: A =£ A <= A |= vy

(ii) each L-type over fin[r] is isolated by a formula of L, i.e. for all a €
Tp“(r;7) there is a formula po(x1,...,x,.) € L[r] such that for all
(A, @) € fin[r;r]: tp§(a) = a <= A = ¢[a].

(iii) a global relation on fin[r] is definable in L if and only if it is closed with
respect to =~
In the boolean case, Q C fin[r] is L-definable if for all A, A’ € fin[7]:
A=A = (AeQeA Q).
For an r-ary global relation R on fin[7], R is L-definable if for all (A, a),
@, @) € fin[r;r]: (A,a) =F (W, @) = (a € R* < a € RY).

Recall that by convention for logics like L% and C%, . which only have
variables x1,...,2z;, we do not consider types in more than k variables:
Tp*(r;r) = 0 for r > k. The statement in (i) has to to be restricted to

arities r < k accordingly.
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Proof. (i) Since L, as any logic, cannot distinguish between isomorphic struc-
tures, and since fin[r]/ ~ is countable, it follows that also fin[r]/ =* is
countable. Let (2;);cs, for I finite or I = w, be a system of representatives
for fin[r]/ =£. For i,j € I,i # j let ¢;; € L[r] be such that A; = ¢
and 2, = —¢p;;. It follows that each 2; is characterized up to =~ by the
L-sentence ¢; := A j2i Pij- For the claim about boolean global relations in

(iii) assume that Q is =*-closed. Then the disjunction \/ ¢; over those 4, for
which ; € @, defines Q.

(ii) and that part of (iii) that concerns r-ary queries are proved in exactly
the same way using a system of representatives for Tp~ (7;7) = fin[7; 7] /E[’
instead of fin[r] /=~. O
Corollary 1.34. For L =Lk  or Ck  :

A=A if and only if Tp~(A; k) = Tp~ (W k).
(i

Sketch of Proof. Let g characterize 21 up to =* as in (i) of Lemma 1.33.
Then 2 =£ A iff a = oy for some (any) type a € Tp®(A’; k). Therefore
Tp (A k) = Tp~(A'; k) implies A =2 A’

Conversely assume that there is some a € Tp“(2; k) \ Tp“(A; k). Let
©a(T) be as in (ii) of Lemma 1.33. Then A = ITp,(T) whereas A E
=30 (T). O

We apply the observations of Lemma 1.33 to the Lk , CF . and to
their fragments of bounded quantifier rank. Note that these are all closed
with respect to infinitary conjunctions and disjunctions (as well as under

negation) while L% , and C%, are not!

Definition 1.35. The quantifier rank of a formula in L., is given by an
ordinal-valued function qr that is inductively defined by:

qr(p) =0 for atomic o, qr(AW) = qr(\/¥) = sup{ar(¥) | ¥ € ¥},
ar(=¢) = qr(p), ar(Jze) = qr(Vay) = qr(e) + 1.

The quantifier rank of formulae in C&, is defined similarly, with the last
clause replaced by qr(37™xp) = qr(e) + 1 for all m.

Definition 1.36. For £L = L*  LF C* or CE, and m € w let L., de-
note the fragment defined through restriction to those formulae that have

quantifier rank at most m.

In the absence of counting quantifiers, infinitary logic of finitely bounded
quantifier rank collapses to the corresponding fragment of first-order logic as
follows.

k

ocow;m

Lemma 1.37. Let 7 be finite and relational, m € w. Any L
k

ww;m

[7]-formula

is equivalent with a formula in L [7]. There are only finitely many for-

k

ocow;m

mulae in LE .. [7] up to logical equivalence. It follows that for L = L

ww;m
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also fin[r] /=* and fin[r;k] /= are finite. Hence each structure in fin[r]
is characterized up to =~ even by a sentence of LF and all L-types are

ww;m
isolated by formulae in L’(f,w;m.

Sketch of Proof. The proof is by induction on m. The case of quantifier free
formulae is clear. For the induction let ¥,, C Lf)w;m[T] be a finite system of
representatives for all of L’;ow;m [7]. Then up to logical equivalence all formulae
of quantifier rank at most m + 1 are boolean combinations over the finite set

U {Jxw | €W, 1<i<k}. O

The same claim cannot be made for the Cclfow;m, because there are in-
finitely many counting quantifiers. Over structures of fixed finite size n, how-
ever, only quantifiers 3%° for s < n are non-trivial. This fact is used in the

following lemma.

Lemma 1.38. Let £ := Ck

ocow;m?

a € Tpﬁ(T;k) is isolated by a formula po(x1,...,2k) € Cf,w;m and each

m € w, T finite and relational. Then each

R € fin[r] is characterized up to =* by a sentence of CL,.,.
Proof. Consider the claim for types. The claim is trivial for m = 0; so assume
m > 1. Let o = tp§(a), (A,a) € fin[r; k] with [A| = n. Let fin,[r] and
fin, [7; k] denote the restrictions of fin[r] and fin[r; k] to structures of size
n. It is obvious that in restriction to fin,[7], each formula in Ck . [7] is
equivalent with one that only uses quantifiers 32 for s < n, since any 3%%x;¢
with s > n is universally false on fin, [7]. An adaptation of the argument in the
proof of Lemma 1.37 shows that up to equivalence there are only finitely many
formulae in C¥ . [7] of this kind, and that these can all be represented up to
equivalence by formulae in CF ., [7]. Therefore again, fin, [r; k] /=F is finite,

and each such type is isolated by a formula of C¥,. [r] within fin, [r; k] /=~.

ww;m
Let ¢o € Ck,,.,,[7] isolate o in fin, [75k] /=F. Then ¢q := Iz x =12 Aty
is in CF ., [7] and isolates a in Tp*(7; k) = fin[r; k] /=~ O

We sum up these observations as follows.

Lemma 1.39. Let 7 be a finite relational vocabulary.

(i) For L =Ck  or L,
mula of L[7].
(ii) If L = Ck or L = LF

Sowim Sow:ms M € w, then furthermore each type in
Tp~ (13 k) is isolated by a formula of C*

each type in Tp~(r; k) is isolated by some for-

wm|T) o1 LE . [7], respectively.

As an immediate consequence of (ii) in the lemma we get the following.

Corollary 1.40. Let 7 be finite and relational, m € w. Then over fin[r]

and over all fin[r;r] for r < kK, C’fow;m-equivalence coincides with ijw;m-
k k

cow;m ww;m

equivalence and L -equivalence coincides with L -equivalence.
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The analysis of the games for CX  and LY in the next chapter will
extend this observation from the bounded quantifier fragments to the logics

Cck ,Ck and LF ., LF  themselves. See Corollaries 2.3 and 2.4.

ocow? ww oow?

1.5 Interpretations

Interpretations concern the definition of one structure within another. The
basic form is that of a direct interpretation. An L[r]-formula ¢(z1,...,2,) in
free variables x1,...,x, defines an r-ary global relation on fin[r]: the value
of this relation over 2 € fin[7] is

o] = {a e A

A lal}.

Alternatively, ¢ may be viewed as defining a structure of vocabulary {R}, R
an r-ary relation symbol, over each 2 € fin[7], namely the structure (A, ¢[2]).
To obtain defined structures in an arbitrary finite relational vocabulary o we
use tuples of formulae, one for each relation symbol in o.

Definition 1.41. Let 0 = {Rl,...,Rl}, R; of arity r;. An L-definable

(o, 7)-interpretation is given by a tuple g = (gpi(f“)))KKl of formulae
in L[7], with TP = (x1,...,2,.). The o-structure interpreted by @ over
2 € fin[7] is

(A, [20) := (A,<p1[2q,...,<pl[m]).

1.5.1 Variants of Interpretations

One may first of all allow other free variables in the ; to obtain interpre-
tations with parameters (first- and second-order). This is also true of all the
variants considered in the following.

Relativized interpretations. Relativizations serve to restrict the universe
of the interpreted structure to a definable subset of the parent structure. Let
o and @ be as above, po(x) an extra 7-formula in one free variable. The
o-structure interpreted by @ over ¢g on 2 is defined if p[2(] # 0. It is the
restriction of the above to ¢g[]:

(A4.202) T ol = (ol o120 N (wol2]) ™., ul2] N (wol2])").
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Interpretations in powers. It is often natural to regard not the given
universe but some power of it as the domain for the interpreted structure.
This leads to the concept of an interpretation over some power of the universe.
Let o be as above. Let ¥ = (%(E(i)))lgigl be a tuple of formulae in L[],
where now ¢; has to be in sr; distinct free variables. We index these so as to
indicate a natural identification of the sr;-tuple with an r;-tuple of s-tuples:

T = (l‘(l}l), ce sy T(1s) s s (g 1) e ,.Z‘(ri’s)).

Definition 1.42. The o-structure interpreted by @ over the s-th power of
2 € fin[7] is

(4%,220) = (4% 1120, ..., @ul20]),
where @;[A] C A" is regarded as an r;-ary predicate over A®.

Interpretations in quotients. Another variant that occurs in many natu-
ral applications further admits that the universe of the interpreted structure is
represented as the quotient with respect to a definable equivalence relation.
In order to yield a well defined o-structure, the given equivalence relation
must be compatible with the defined o-predicates. An equivalence relation ~
is a congruence for some r-ary predicate R if the following is satisfied for all
T=(x1,...,2,) and T = (2,...2L): \,z; ~x; — (RT <> RT).

Let o be as above, @ in a format appropriate for the direct interpretation of
a o-structure. Let in addition ¢ (x, ") be in the format for the interpretation
of a binary relation ~.

Definition 1.43. The o-structure interpreted as a quotient with respect to
¥ by @ over 2 € fin[7] is defined if the binary relation ¥[A] is a congruence
with respect to the predicates P[] In this case it is the quotient structure

(A 2[R) /o).

It is instructive to think of the congruence defined by 1 as a definition of
the equality relation for the interpreted structure.

Note that these variants are not mutually exclusive. Quite to the contrary
all combinations are possible and in fact occur naturally, see Example 1.45
below. One may speak for instance of an interpretation as a quotient over
the s-th power of the universe, meaning that what is interpreted in the s-th
power is itself the interpretation of a o-structure as a quotient. The most
general notion of interpretation we want to consider is that of a relativized
interpretation as a quotient in some power. It subsumes the others as special
cases.

Definition 1.44. A generalized (o, 7)-interpretation is an interpretation of
o-structures as relativizations in a quotient over some s-th power of T-
structures.
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For o as above such an interpretation is specified by formulae ¢q, @ and ¥
where the ; in @ are of arities sr;, o and v of arities s and 2s, respectively.
Let i = (v0; ;1) denote this interpretation itself and i(2() the interpreted
structure over 2I:

i(2) = (4%, %020) 1 wol2]) / w2

i(A) is defined if @ [2A] is non-empty and if 1[2] interprets a congruence with
respect to the P[] | po[2A]. Tt is useful to note that as a (partially defined)
mapping
i:fin[r] — fin[o]
A — i(A)

an interpretation i is a functor that preserves isomorphism. In particular
the interpreted structure must be invariant under all automorphisms of the
parent structure.

1.5.2 Examples

Example 1.45. The dual of a symmetric graph is interpretable in first-order
logic as the relativization of a quotient in the second power. Let & = (V| E)
be a symmetric graph. Its dual is the graph &, whose vertices are the edges of
®, with an edge connecting two different ones of these if they share a common
vertex of &. An edge of & is an element of E/~ where two different pairs
(v1,v2) and (v],v5) in E represent the same edge of &, if {vy,v2} = {v],v5}.
Two different edges represented by (v1,vs) and (v}, v4) share a common ver-
tex if {v1,v2} N{v],v5} # 0. Thus the dual of & is the quotient

((V27<P1[05]) f@o[@) /1/1[(’5], where

wo(vi,v2) = Evivg,
901(7}17'02’“/1’”5) = “{Ul’UQ} e {Uivvé}” A “{vl’UQ} n {Uivvé} # 0,
1/)(111,112,1}/1,’0/2) = “{Ulv’UQ} = {ULUIQ}”'

With i = (<p0; v1; 1/)) this is an interpretation of the dual. Explicit first-order
formulae for the expressions in quotes are immediately supplied.

Example 1.46. A pre-ordering is a binary relation < that is reflexive, tran-
sitive, and connex, see Definition 1.62 below. It is easily checked, that (A, <)
satisfies these axioms if and only if (i) — (iii):

(i) ¥(x,y) = = < y Ay < x interprets an equivalence relation ~ on A.
(ii) ~ is a congruence with respect to <.
(iii) ¢(x,y) = x < y interprets a linear ordering in the sense of < in the
quotient of A with respect to ~.

The following example restates the theorem of Immerman and Vardi,
Theorem 1.24, in the terminology of interpretations.
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Example 1.47. Let o1 and o3 both contain a binary predicate < for a linear
ordering. Recall that ord[o] stands for the class of all finite o-structures that
are linearly ordered by <. Let f be a PTIME functor

frord[o1] — ord[o2].

Then there is a FP-definable (o9, 01)-interpretation i, more precisely a rel-
ativized interpretation in some power, such that for all sufficiently large
2 € ord[o]:

SR ~i(2).

The proof is a standard application of the Immerman-Vardi Theorem.
In a situation where g; and go are two functors with the same domain
and with classes of ordered structures for their ranges

g;: fin[r] — ord|[o;]

we shall say that go is FP-interpretable in terms of g1, or that go(2) is
uniformly FP-interpretable over gi(2(), if there is a (o9, 01)-interpretation
i in FP such that i(g1(2)) = g2(2) for all A € fin[7]. By the above this is the
case if and only if there is a PTIME computable functor h which makes the
following diagram commute:

d
" ord[o]
fin[7] h
P ord[os]

All these considerations apply analogously to PSPACE computable functors
and PFP-interpretability, by the theorem of Abiteboul, Vianu and Vardi,
Theorem 1.25.

1.5.3 Interpretations and Definability

Natural logics are often semantically closed with respect to definable prop-
erties of definably interpreted structures. For an example think of first-order
properties of the dual of a graph. These are first-order definable on the graph
itself, since the dual is interpretable over the original graph by first-order
means.

Closure under direct interpretations and under relativized interpretations
are standard regularity requirements on logics in abstract model theory. They
correspond to the substitution property and relativization property, compare
[Ebb85]. Closure properties related to interpretations in quotients are also
sometimes considered as an abstract criterion under the name of congruence
closure.
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Let i be a (o, 7)-interpretation, R a global relation on fin[o]. With R we
may associate a global relation i(R) defined on all those structures 2 € fin[7]
for which i(2() is defined. The value of i(R) on 2 is the interpretation over 2
of the value of R on i(2).

Formally, for a generalized interpretation i = (¢o;®;%) in the sense of
Definition 1.44 and for 2 such that i() is defined, let 7 : ¢o[2A] — o A]/V[A]
be the natural projection with respect to the equivalence relation interpreted
by ¥. Then i(R)* = 7~ }(R'™)). We may put i(R)® = 0 for those 2 for
which i(2) is not defined. That i(R)* is well defined as a value for a global
relation follows from the fact that R is closed under isomorphisms of ().

Definition 1.48. Let 0 and 7 be finite relational. We say that L is closed
under (o, 7)-interpretations (of a certain kind) if the following is satisfied.

If i is an L-definable (o, T)-interpretation (of the respective kind) and R
is an L-definable global relation on fin[o], then i(R) is L-definable as a global
relation over fin[r].

Consider the boolean case: for any L-definable class @ of o-structures,
the class of those 7-structures for which the interpreted o-structure is in @
is L-definable itself.

Lemma 1.49. First-order logic L., the infinitary logics Loow,L,,CL .,

and the fized-point logics FP, PFP are each closed under generalized inter-
pretations.

The proofs by syntactic induction are technically tedious though not dif-
ficult at all. In the case of interpretations in some power s one replaces all
first-order variables by s-tuples of variables. For atomic expressions involv-
ing predicates from o the corresponding defining formulae are substituted.
Equality is replaced by the defined equivalence relation. Quantification trans-
lates to higher arity quantification (relativized where necessary) in an obvious
manner.

Consider for instance a relativized first-order interpretation, of struc-
tures in the vocabulary E of graphs, as a quotient in power 2. Let i =
(¢o(v1,v2); @1 (v1, v2, V], v5); ¥ (v1, v2, v}, v5)). The graph axiom VaVy(Exy —
—x = y) then translates into

(¢o(v1,v2) A po(v],vh) A @1 (v1,va,v],05)) )

Voq Yoo Vo Yoy o
— "w(vh V2, V1, U2)

Second-order variables of arity r are accordingly replaced by second-order
variables of arity sr over interpretations in power s. Fixed-point processes are
also modelled in correspondingly higher arity in a natural way.

It is obvious that the L and C%  on the other hand cannot be robust
with respect to interpretations in powers, owing to the bounded supply of
variables. This is the only restriction, however, so that the straightforward
arguments give the following.
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Lemma 1.50. Let £¥ = Lk CF Lk or Ck . respectively. Let accord-
ngly L% stand for the respective logic with sk variables instead of k. For any
L% -definable generalized (o, 7)-interpretation i in the s-th power and any
L*-definable global relation R on fin[o], the global relation i(R) on fin[r] —
whose value on U is the interpretation of R') over A — is £Sk—deﬁnable m

restriction to all those 2 € fin[r] for which i(A) is defined.

1.6 Lindstrom Quantifiers and Extensions

Lindstrom quantifiers provide the means to assert structural properties of
definably interpreted structures. Let ) be any isomorphism-closed class of
structures of type o = {Ry,..., R}, R; of arity r;. With @ we associate a
Lindstrém quantifier of type o, for which we also write Q). The quantifier @
binds a tuple @ of formulae apt for a direct interpretation of o-structures,
possibly with parameters. For a logic £ the syntax is extended to allow the
construction of a formula

b= Q35 pi(@))

from formulae ;. Put free(v)) = |J; (free(p;)\{ZV}). The semantics is defined
such that

i=1...1

Ay if (AP € Q.
Here we have suppressed parameters and assumed that 2 itself interprets
the ¢; up to the free variables Z("). The “closure” of £ under this new rule
of formula formation is denoted £(Q). As we are only interested in such
extensions of first-order and fixed-point logics it suffices to give the following
precise definition.

Definition 1.51. If Q is a class of Lindstrom quantifiers, we denote by
FP(Q) and PFP(Q) the logics obtained as the simultaneous closure of first-
order logic under the respective fized-point constructor, the usual first-order
constructors, and Q-quantification for all quantifiers Q € Q. Ly, (Q) simi-
larly is obtained from first-order constructors together with Q-quantification

for Q € Q.

1.6.1 Cardinality Lindstrom Quantifiers

The class of cardinality Lindstrom quantifiers is an example of a semantically
defined class of quantifiers with natural closure properties. Cardinality Lind-
strom quantifiers express purely numerical relations about the cardinalities
of definable predicates.

3 In non-trivial quotient interpretations more variables may be necessary to express
that the interpreted structure is well defined.
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Definition 1.52. Let S C w'™! be a numerical predicate, 7 = (rq,...,7) a
tuple of arities. Let 0 = {Rl7 e ,Rl}, R; of arity r;. With S and 7 associate
a cardinality Lindstrom quantifier Qsz of type o whose defining class is

Qsz={(B,Ri,...,R)) € finlo] | (1Bl |Ril......|Ri) € S},

Let Q. ..q be the family of all cardinality Lindstrém quantifiers.

Note that there is no restriction with respect to the number of formu-
lae bound, their arities, or even recursiveness of the underlying numerical
relation. Two important cardinality properties which are naturally rendered
as Lindstrom quantifiers are those that express equality of two cardinalities
and comparison in the sense of <, respectively. For the original sources see
[Har65] and [Res62], respectively.

Definition 1.53. Qy and Qn are the Lindstrom quantifiers of type o =
{U1,Us}, Uy and Uy unary, with the following defining classes.

(i) For the Hartig quantifier: Qy = {(A,Ul, Us) ‘ Uy | = |U2|}.
(i) For the Rescher quantifier: Qn = {(A, U, Us) ‘ |U,| < |U2|}.

It is natural to extend these quantifiers to higher arities and to introduce
for instance a variant of the Hartig quantifier that expresses equicardinality
for two definable predicates of arity k. All these natural variants are cardinal-
ity quantifiers themselves. A further extension that goes beyond the power of
ordinary cardinality Lindstrom quantifiers replaces the counting of tuples in
a relation by the counting of equivalence classes within a relation, relative to
a given congruence. Let us call the quantifiers thus obtained quotient cardi-
nality Lindstrom quantifiers. We give an ad-hoc definition here and indicate
a more systematic treatment as an aside below.

Definition 1.54. Let S C W't 7 = (r1,...,7) a tuple of arities. Let o
consist of r;-ary relation symbols R; and 2r;-ary relation symbols ~; for i =
1,...,01. With S and T associate a cardinality Lindstrém quantifier ng of
type o whose defining class is

~; a congruence of (B, R;) and }

{(B,Rl,...,Rl,Nh...,Nl) (|B‘,|R1/N1 |7--~7‘Rl/’\’l |)€S

Q- is the family of all quotient cardinality Lindstrom quantifiers.

1.6.2 Aside on Uniform Families of Quantifiers

The material presented in this aside will not be used explicitly in the se-
quel. According to the definitions a Lindstrom quantifier () can express the
structural property of belonging to the class @ of structures that are directly
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interpreted over the structure at hand. It is often reasonable to make this
same property available in application to structures interpreted according to
one of the natural variants of interpretations considered above. Formally this
can be achieved with derived quantifiers. Suppose for instance that @ is of
type 0 = {Rl, e ,Rl} and that we want to capture the property of belong-
ing to @ for relativized interpreted o-structures. The derived quantifier that
does exactly this is one of type o U{U} for a new unary relation symbol U
and with defining class

Q" ={m.v)|B1Ueq}

The other variants of interpretations are treated similarly. Thus, for ex-
ample a quantifier that corresponds to () in interpretations in the s-th power
is one of type {RY), N Rl(s)}, where R{” is of arity sr; if r; is the arity of
R;. Tts defining class is

QW = {(B.RY,... . R?) | (B R, ) € Q).

Q" is called the s-th power of Q. The countable set of all quantifiers Q
for s > 1 is called the uniform sequence generated by @ in [Daw95a]. Let Q¥
stand for this uniform sequence generated by @ and Q% for the union of the
Qv for Q € Q.

To deal with interpretations as quotients we can further pass to type
o U{~} for a new binary relation symbol ~ and consider the quantifier with
defining class

Q™ = {(%, ~) ‘ ~ a congruence of B and B/~ € Q},

If Q is any quantifier, let @ stand for the class of all quantifiers obtained
by translating () to generalized interpretations so that ) consists of all powers
of (Q"QI)N. Similarly, let for a class Q of quantifiers Q denote all quantifiers
obtained in this manner from quantifiers @ € Q.

A very weak and fundamental notion of reducibility between quantifiers
is that of quantifier free reducibility. @Q is said to be quantifier free reducible
to Q' if Q is quantifier free definable from Q' in the sense that

Q={B|(B,p[B)cqQ}

for quantifier free formulae @ in the vocabulary of Q. Write Q <1 Q' for this
reducibility, and Q <1 @' if each Q € Q is quantifier free reducible to some
Q' € Q. It is instructive to check that < is preserved in the passage to O:
Q < Q implies QO <1 Q.

The class of all cardinality Lindstrém quantifiers has nice closure proper-
ties. If Q € Q...4, then Q™' and all Q® are quantifier free reducible to Q...
Consider the relativization Q% of a cardinality quantifier Qg7 to find that
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Qsr = {(B.Ry,..., R,U) ‘ (B,URiNU,....,RiNU) € Qs 5}

with 7 = (1,7) and S’ = {(n,mo,m) | (mp,m) € S}.

Let Q... be the class of Lindstrém quantifiers of monadic type . Q € Q...
asserts some property of a tuple of unary predicates. Q... and Q... are
closely related.

Lemma 1.55. Any quantifier in Q... is quantifier free reducible to a cardi-
nality quantifier, in fact to one in Qg N Quon- Conversely, any quantifier
i Qeaa 18 quantifier free reducible to some power of a monadic quantifier:

Qron < Qeara < QY.

Sketch of Proof. Both claims are obvious. For the first claim consider @ of
type {Ui,..., Ui}, all U; unary. Any monadic structure (B,Uy,...,U;) is
characterized up to isomorphism by the cardinalities of B and all boolean
combinations of the U;. The corresponding cardinality quantifier is in a type
that has one unary predicate for each boolean combination over the U;. In its
numerical predicate collect all tuples of characteristic cardinalities of struc-
tures in Q.

For the second claim observe that first of all a cardinality quantifier Qg7
is quantifier free reducible to one of homogeneous type (r,...,r), r the maxi-
mum of the arities in 7. For instance if 7 = (1,2), then (B, Ry, R2) € Qg,(1,2)

if (B,{(z,y)lz =y A Riz},R2) € Qs (2,2)- Further Qs = Q¢ )
for S’ = {(n",m)|(n,m) € S}. O

It is easy to show that the quotient variant of a cardinality quantifier or
of a unary quantifier is not in general reducible to a cardinality quantifier.

The above definition of quotient cardinality quantifiers, Definition 1.54,
may seem to be more general even than the extension of Q..., to generalized
interpretations, Q...4. Up to quantifier free reducibility, however, these classes
coincide. We only give a brief sketch of the argument. Note first, that by
arguments as in the proof of Lemma 1.55, any quotient cardinality quantifier
reduces to one of homogeneous type. In a further reduction process one may
also achieve reduction to applications to disjoint predicates R;. For this the
arities are further increased, and some components are used to attach labels
consisting of different equality types to the individual predicates. An example
would be the passage from Ry and Ry to R} = {(1'1, Z9,T) | T1=29 A le}
and RS = {(xl,xg,f) ’ T1F# o N RQE}. In this situation the several ~; may
be reduced to a single ~ by piecewise definition over the individual R}. The
combined reduction leads to a quantifier in Q...

Remark 1.56. Up to quantifier free reducibility the following classes of
quantifiers coincide: Qeara, Donras AN Qron -
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1.7 Miscellaneous

1.7.1 Canonization and Invariants

Generally the canonization problem for an equivalence relation ~ is the prob-
lem of assigning unique representatives to each ~-class.

Definition 1.57. A function H: X — X s called a canonization with re-
spect to the equivalence relation ~ over X if it satisfies the following two

conditions:
Ve H(z)~ z,
VaeVz' x~2' — H(x)=H(a').

Note that the converse implication in the second condition is implied by
the first condition, so that H satisfies © ~ 2’ < H(x) = H(z'). In particular
therefore, a canonization function H for ~ classifies objects in X exactly up
to ~. In the sense of the following definition it is a complete invariant for ~
as well.

Definition 1.58. A function I: X — S is a complete invariant for ~ if it
satisfies
VeV x~a2' < I(x)=1().

The difference between canonizations and complete invariants is that can-
onizations must map elements to representatives of their class.

Definition 1.59. Let I: X — S be a complete invariant for ~. A mapping
F:image(I) — X is regarded as an inverse to I if I o F is the identity on
image(I), equivalently if

Ve F(I(z))~z.

Assume that I: X — S and I': X — S’ are both complete invariants for
~ and that both mappings are surjective. It follows that there is a bijection
0:S — S’ between the ranges such that I’ = o o I. Let now H be a can-
onization and I any complete invariant for ~. Since H also is a complete
invariant, there is a bijection from image(I) to image(H) that relates the
two. It follows directly from the definition that this bijection is an inverse
to I. Conversely, given any complete invariant I and any inverse F to this
invariant it is immediate that their composition F o I is a canonization. We
thus have the following little lemma.

Lemma 1.60. Given any canonization H and any complete invariant I for
~, there is a uniquely determined inverse F of I such that H = F o I. If
F is an inverse to any complete invariant I for ~ then H := F ol is a
canonization function with respect to ~.

It is important to note that under complexity considerations some invari-
ants might be easier to invert than others. It is obvious that the problem of
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computing some complete invariant reduces to that of computing a canon-
ization function, and that the decision problem for ~ reduces to the compu-
tation of any invariant. That the converse reductions are not to be expected
for instance as regards PTIME computability and polynomial time Turing
reductions in general is shown in [BG84]. General PTIME equivalence of the
canonization problem and the problem of the computation of a complete in-
variant for instance is equivalent with a “shrinking principle” for NP sets
that is introduced in [BG84]. Blass and Gurevich also construct an equiva-
lence relation and an oracle relative to which the canonization problem and
the problem of computing a complete invariant are not PTIME equivalent.
These general results do not have any immediate implications, however, in
the case of particular individual equivalence relations.

We shall consider the notions of complete invariants and of canonization
for classes of finite relational structures with respect to equivalence relations
=~ on these. As any =% is compatible with isomorphisms, it is clear that
canonizations as well as invariants have to be functors that are compatible
with isomorphisms.

For computable invariants we also require these to take values in some

domain of canonically encoded objects. With respect to computability it is
moreover natural to require canonization functors on fin[7] to take canonically
encoded structures as their values: the point of canonization is that we get
unique representatives and not just representatives up to isomorphism.
A complete invariant for =* on stan[r] or a canonization with respect to
on stan[r] immediately extend to corresponding functors on all of fin[7].
Algorithmically a computable invariant on stan[r] is an invariant on fin[7]
and the same is true of computable canonization. This is simply because
algorithmic realizations of functors on fin[7] take (encodings of) structures in
stan[7] as inputs anyway.

=L

Definition 1.61. Let ~ be an equivalence relation on fin[r] that is invariant
under isomorphism.

(i) A computable complete invariant for ~ is a computable function I from
stan[r] to some domain S of standard objects such that

A~ A = I(A) =IA).

(i) A computable canonization functor with respect to ~ is a computable
function H from stan([7] to stan[r] such that

HA) ~2%  and A~A = HEA) = HQ).

Eztensions to domains fin[r; k] are straightforward.
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1.7.2 Orderings and Pre-Orderings

Usually we reserve the binary symbol < for linear orderings. < then stands
for the corresponding weak ordering z < y <> < y Vo =y, which we call a
linear ordering in the sense of <.

Definition 1.62. A pre-ordering < is a binary relation that is transitive,
reflexive and connez:

Veyz(z K yAysz—ox=x2) AVae(z ) AVay(z S yVy < o).

We always write < for the associated strict pre-ordering and ~ for the induced
equivalence relation:

r<Yy = rIYANYKT,
T~y o rYANYST.

It is readily checked that the axioms for < are equivalent with the statement
“~ is an equivalence relation and < / ~ is an ordering in the sense of <”.
Therefore, pre-orderings exactly are the interpretations of linear orderings as
quotients, cf. Example 1.46 above.

Obviously < and =< are quantifier free definable in terms of each other. ~
is quantifier free definable form both, but contains strictly less information
than < and < (unless ~, < and < are trivial).

1.7.3 Lexicographic Orderings

The standard way to construct new orderings in products from given ones in
the factors is by lexicographic orderings. It is useful to fix one definite conven-
tion regarding these. Consider first the case of the product set D1 X Do, where
D; is linearly ordered by <;. We write <., for the lexicographic ordering on
D1 x Dy with dominant first component: (di,ds) <y (d1’,d2") if dy <1 di’ or
if dy = dy and dy <5 dy’. We employ similar conventions to products with any
number of components: entries further to the left always dominate those to
the right. The lexicographic ordering is always understood if we are dealing
with multiply indexed objects. For instance matrices (d;;) = (dij)1<i<t,1<<s
are interpreted as tuples where the ordering of the components is the lexico-
graphic one on {1,...,t} x {1,..., s}. If the entries d;; themselves are from
an ordered domain (D, <) we further obtain the lexicographic ordering on
{(dij) ’ dije Dforl <i<t1l<j< 3} according to (d;;) <. (di;’) if
d;; < d;;’ for the least index pair (4, j) such that d;; # d;;’.

Note that lexicographic orderings are always first-order definable from the
constituent orderings in the components and the ordering of the components.
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2. The Games and Their Analysis

This chapter serves to review the Ehrenfeucht-Fraissé style analysis of the
logics L%, and C* by means of the corresponding pebble games. Emphasis
is on the games and their algebraic analysis rather than on the more syntactic
descriptions in terms of Hintikka formulae and Scott sentences. The main
result of this algebraic analysis is a definable ordering with respect to types.
We obtain ordered representations of the quotients TpL(Ql; k) = A*/ = for
L =LF  or Ck  on finite relational structures 2.

e Section 2.1 contains the definition of the games and the statement and
proofs of the corresponding Ehrenfeucht-Fraissé theorems which here are due
to Barwise [Bar77], Immerman [Imm82], and Immerman and Lander [IL90],
respectively. We present some typical examples that apply the game charac-
terizations to derive non-expressibility results. Most notably a construction
due to Cai, Fiirer and Immerman proves that the logics C%  form a strict
hierarchy with respect to k.

A refined analysis of the games shows that =C%. and chw, and similarly
=L%. and ELEW7 coincide in restriction to finite structures.
e In Section 2.2 we review the colour refinement technique for graphs and
discuss some variants and their definability properties.

e Ideas related to the colour refinement are employed in Section 2.3 to
introduce the ordered quotients with respect to C* - or L% -types through
a fixed-point process for the classification of game positions.

2.1 The Pebble Games for L’;O and C(’jow

w
The setting for the games is the usual one for comparison games. There
are two players denoted I and II for first and second player. The game is
played on a pair of finite structures 2 and 2’ of the same finite relational
vocabulary 7. In the k-pebble game there are k marked pebbles for each of
the two structures. Let both sets of pebbles be numbered 1,... k. A stage of
the game, or an instantaneous description of a game situation, is determined
by a placement of the pebbles on elements of the corresponding structures.
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Formally a stage is given by a tuple (4, @;’,@’), with @ € A* and @ € A"
denoting the current positions of the pebbles. A position describes a pebble
placement over one of the structures. The position over 2 for instance in
stage (A, a;A’,a’) is (A, a). Formally a position is an element of fin[r; k]: a
structure with a designated k-tuple of elements. A stage in the game is a pair
of positions, or an element of fin[r; k] X fin[r; k].

In each round of the game exactly one pair of corresponding pebbles is
repositioned in the respective structures. This repositioning is governed by
an exchange of moves between the two players. The game for L* and that for
C* differ with respect to the rules for this exchange.

The single round in the L*-game.

I chooses a pebble index j € {1,...,k} and moves the corresponding
pebble in one of the structures to an arbitrary element of that structure,
for instance to b € A.

IT responds by moving the corresponding pebble over the opposite struc-
ture to an arbitrary element of that structure, here to some b’ € A’.

If this exchange is carried out in stage (2, a@;2',@’) then the resulting stage
after this round is (2[,6?;%[’,5'%/). We write 6? for the tuple @ with j-th
component replaced by b.

The single round in the C*-game.

I chooses a pebble index j € {1,...,k} and a subset of the universe of
one of the structures, say B C A.
IT must choose a subset of exactly the same size in the opposite structure,
here some B’ C A’ with |B’| = |B].
I now places the j-th pebble within the subset designated by II, here on
some b’ € B'.
IT responds by moving the corresponding pebble over the opposite struc-
ture to any element within the subset designated by I, here to some
be B.

If this exchange is carried out in stage (2, a@;2',@’) then the resulting stage
is (ﬂ,a%;m’,a’%).

In both cases the game may continue as long as player IT can maintain
the following condition:

The mapping associating the pebbled elements in 2 with those in
(W) 2 must be a partial isomorphism, i.c. atpy (@) = atpg, (@’) for the
current positions (2, @) and (2',a@’).
I wins the game as soon as II violates this condition, and also if IT cannot
move according to the rules as may happen in the C*-game owing to different
sizes of the two structures.
Player II has a winning strategy in the infinite game on (A, a; A", a’) if IT
has a strategy to maintain condition (W) indefinitely in the game starting
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from stage (2,@;A',a’). Similarly we say that IT has a winning strategy for
i rounds in the game on (A, @;2,@’) if (W) can be maintained by II for at
least ¢ rounds starting from (2, a@;2’,@’). More formal characterizations are
developed in an inductive fashion below.

Intuitively the ability of player IT to respond to challenges of I is a measure
for the similarity of the underlying positions. In each individual round IT must
preserve atomic indistinguishability of the resulting positions (W), otherwise
the game is lost. The ability to maintain (W) for longer sequences of rounds
and in response to any manoeuvres of I requires a higher degree of similarity
of the initial positions. The point of the above rules for single rounds is
that they make the games adequate for L®  and C% , respectively. The
following two important theorems state that the degree of indistinguishability
corresponding to the existence of a strategy precisely is equality of types in
the respective logic.

Theorem 2.1 (Barwise, Immerman). Let 2 and A’ be finite structures
of the same finite relational vocabulary. Player I1 has a winning strategy in
the infinite L*-game on (A,a@;A',@) if and only if the the positions (A, a)
and (A, @) cannot be distinguished in L%, i.e. if (A, @) =L~e (A, a).

oow

Theorem 2.2 (Immerman, Lander). Let 2 and 2’ be finite structures of
the same finite relational vocabulary. Player II has a winning strategy in the
infinite C*-game on (A, @; A", @) if and only if the the positions (A, a) and
(A, @) cannot be distinguished in CE_, i.e. if (A,a) =T~ (A, @).

oow

From the analysis of the games it will further follow that the conditions
in Theorems 2.1 and 2.2 are also equivalent with indistinguishability in the
finitary logics LE_ and CF_.

Corollary 2.3. Let 7 be finite and relational. The following are equivalent
for all (A, @), (A',a’) € fin[r; K]:
(i) Player I1 has a strategy in the infinite L*-game on (A, a;2A’,@).
. k k
(ii) (A, @) =Lee (A, @), i.e. tpa=(a) = tpgr (@).
k k
(ii3) (A, @) =Liw ,a), i.e. tpgl“’“’ (a) = tpgl,““ (@).
In particular any LX, -type over fin[r] is fully determined by its L -part.

Corollary 2.4. Let 7 be finite and relational. The following are equivalent
for all (@), (A',a’) € fin[r; k]:

(i) Player 11 has a strategy in the infinite C*-game on (A, a;A’,@’).
' k k
(ii) (A, @) =Cx (A, @), i.c. tpg‘x“ (a) = tpgli"’“’ (@).
k k
(iii) (A,a) =C5e (W, @), i.e. tpg== (@) = tpes= (@).

Each CE _-type is fully determined by its C%_-part over fin[r].
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With these equivalences proved, we shall simply speak of the LF-type and
C*-type, and write for instance tpﬁk (6) and tpgk (E) for these; and also =L

and =" for the corresponding notions of L*- and C*-equivalence.

The following section is devoted to applications of the game characteriza-
tions. In the consecutive sections we shall then present a detailed theoretical
treatment for the case of the C*-game. In Section 2.1.2 a direct and straight-
forward proof of Theorem 2.2 is presented. Section 2.1.3 presents a deeper
analysis of the C*-game, proving among other things Corollary 2.4. The anal-
ogous treatment for L¥ is easily obtained along the same lines through obvious
simplifications; this is summed up in Section 2.1.4.

2.1.1 Examples and Applications

We present examples that employ Theorems 2.1 and 2.2 to show inexpress-
ibility in L*  or Ck .

Example 2.5. As a trivial application of the L*-game we find the following.
Any two k-tuples @ and @ over two plain sets A and A’ of size at least k
are L* _-equivalent if and only if they have the same equality type: eq(&) =
eq(&’) = tpgk (6) = tp%c (6’) if |A|,|A’| > k. It follows that L%  cannot
distinguish between any two plain sets that have at least k£ elements. In
particular the L®_ _ form a strict hierarchy in expressiveness: Ll ¢ L2 &
-+ C L% . The same applies to the corresponding fragments of first-order
logic: L&M & LZM G C L.

The following simple and elegant example is taken from [IL90].

Example 2.6 (Immerman, Lander). Consider the following two coloured
directed graphs with six nodes each. & = ({0,...,5}, E,U,,Uy,U,). The
colours are interpreted U, = {0,3} for green, U, = {1,4} for red and
Uy = {2,5} for blue. The edge relation E of & connects the nodes 0,...,5 in
cyclic fashion. &’ is the same as & as far as its universe and the colours are
concerned. With respect to its edge relation E’, however, &’ splits into two
disjoint cycles 0,1,2 and 3,4,5 respectively. Compare the sketches in Fig-
ure 2.1. Note that these two graphs realize exactly the same atomic 2-types,
Atp(®;2) = Atp(®’;2). Furthermore we observe that each of these atomic
2-types is realized exactly twice in each structure.

We claim that & and @’ are indistinguishable in CZ . In this special case
it can be shown that player IT actually has a strategy to maintain atomic
equivalence of positions. By Theorem 2.2 this implies that (ai,as) from &
and (a},a}) from &' are C2-equivalent if they satisfy the same atomic type.
® =" &' follows by Lemma 1.34 since Atp(®;2) = Atp(®’;2) now im-
plies Tpc2 (6;2) = Tpcz (&';2). Before exhibiting a strategy for maintaining
atomic equivalence, let us state the following consequences.
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Fig. 2.1
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(i) The transitive closure of a binary relation is not definable in C2 . If
the transitive closure of the binary relation E were definable by some
formula ¢(z,y) of C2[E] then the C% [E]-sentence x := VaVyp(z,y)
would distinguish & from &'.

(ii) Transitivity of a binary relation is not C2 -definable and the class of all
equivalence relations is not C% -definable. C?-equivalence of & and &’
directly implies C2-equivalence also of those structures obtained from &
and &’ by removing the colours and replacing the edge relation E by its
reflexive and symmetric closure, which is atomically definable from E.
From &’ we thereby obtain an equivalence relation, not from &. Note
that transitivity and the class of equivalence relations are first-order
definable with 3 variables.

Let us return to the claim that IT can maintain atomic equivalence. A
strategy for player II is extracted from the following observation. Let a € &
and @’ € B’ be of the same colour. Then there is a unique bijection 7 from
® to &’ that maps a to a’ and preserves colours as well as edges that are
incident with a or a’. This is checked directly; if without loss of generality
we consider the case a = o/, then the identical mapping on {0,...,5} is as
desired.

Suppose now that in the current stage (&, aq,as;®’,a},a}) of the game
atpg (al, ag) = atpg, (a’l, a’2). We want to show that IT can defend this prop-
erty against any challenge by player I. Assume without loss of generality
that player I chooses to play with the second pebble. Let m be chosen with
respect to a; and a} as above. Let then IT play according to = if for instance
I proposes B C {0,...,5} as a subset of & then II responds with B’ = 7(B)
and upon any choice for ' € B’ by I player IT may answer with 7—1(b') € B.
The defining condition on m guarantees that atpg (al, b) = atpg/ (a’l, b )
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The next example gives an account of the essential features of the
construction by Cai, Fiirer and Immerman of non-isomorphic but C% -
equivalent finite graphs [CFI89]. We shall later also apply the result of these
considerations — Theorem 2.9 below — to show that the counting extension
of fixed-point logic does not capture PTIME. See Corollary 4.23 of Chapter 4.

The construction uses certain highly symmetric graphs with a parity-
sensitive automorphism group. These “gadgets” were first employed by Im-
merman in [Imm81] to prove lower bounds on the number of variables needed
for expressing certain reachability properties in graphs (without counting
quantifiers).

Example 2.7 (Immerman and Cai, Fiirer, Immerman). Main build-
ing blocks for the construction are the following gadgets. Fix some m > 2. Let
P(m) denote the power set of the set m = {0,...,m — 1}. We identify P(m)
with the set of functions s:m — {0,1}. Let $ be the following undirected
graph with node set H = I UO where I = P(m), O = m x {0,1}. The names
I and O stand for inner and outer nodes, respectively. The edge relation of
$ encodes the role of the inner nodes as subsets over m: s € I = P(m) is
joined exactly with all pairs (u, s(u)) € O for u € m. For each u € m we refer
to the two nodes (u,0),(u,1) as a pair of corresponding outer nodes. The
outer nodes of § will serve as ports for gluing several copies of § together.
The crucial properties of the resulting graphs exploit the behaviour under
automorphisms of $) that exchange pairs of corresponding outer nodes. Each
t C m induces an automorphism ; of $) that is determined by its behaviour
on outer nodes
Yer (u, i) — (u,i® t(u))

where @ is addition modulo 2. Note that +; preserves the set of inner nodes
and also each pair of corresponding outer nodes set-wise. On the outer nodes
it swaps exactly those pairs of corresponding outer nodes (u,0), (u,1) for
which u € t. Inner nodes are mapped according to s — s@t where & applied
to the functions s and ¢ is pointwise addition modulo 2.

We now split the set I of inner nodes into two disjoint subsets I’ := {s C
m ‘ ls| = imon}, for i = 0,1. Note that ~; preserves the subsets I’ if and
only if |¢| is even. For odd |¢| on the other hand 7, induces a bijection between
I° and I'.

Let & = (V, E, <) be any symmetric connected graph that is regular of
degree m and linearly ordered by <. Let & ® $) be the result of substituting
a copy of § for each node of & and joining outer nodes by a pair of edges in
the natural fashion. In detail let & ® $H = (V, E, ;<). V =V x H and < is the

pre-ordering induced by < on this product. F consists of all edges from the
respective copies of $) together with the following new links between outer
nodes. If (v,v") € E with v being the u-th neighbour of v in & and v being the
u'-th neighbour of v’ (with respect to <) we include edges between (v, (u,0))
and (v, (v/,0)) as well as between (v, (u,1)) and (v/,(uv/,1)). We refer to
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these extra edges as connecting edges. Each edge of & thus gets replaced
by a pair of connecting edges. This is sketched in Figure 2.2. We denote by
7: 6 ® H — & the natural projection to the first factor. Let H, := 7~ 1(v)
denote the subset of nodes of & ® § that belong to that copy of $ that is
substituted for v.

Fig. 2.2
g
& @9 H, [} 1| Hey

(. )
2% .
7

Let If, C H, denote the respective subsets of the set of inner nodes within
H,,i=0,1. Consider automorphisms of ®®$) with respect to their behaviour
on the sets I'. If vg, . .., v; is a simple path in & then there is an automorphism
v of & ® $H with the following properties: v fixes all H, for v # vg,...,v
pointwise,  preserves the subsets If;j for 7 =1,...,1 — 1 and exchanges Igj

with I;j for j = 0,1. Such ~ is pieced together from automorphisms ~; of the
individual embedded $. For the copy of § over v; choose ¢ to be the subset
of m that contains u if the given path connects v; to its u-th neighbour in
®. Thus |¢| is even for all inner nodes of the path and odd for the end points
of the path.

For U C V let (62$)y be the subgraph of ®®$) that results from deleting
all inner nodes in I? for v € U and those in I} for v ¢ U. Since & is connected,
it follows from the above automorphism argument that all the (& ® )y fall
into at most two classes up to isomorphisms. If the symmetric difference
between Uy and Us is even, then (& ® )y, ~ (& @ H)y,. We claim that
otherwise indeed (& ® 9)y, and (& ® $)y, are non-isomorphic. This can be
seen by means of the following numerical invariant on the (& ® ). Suppose
a given graph is isomorphic to some (& ® $))y;. Note that the projection 7 to
& and in particular therefore the node sets 7—1(v), the sets of inner nodes
in 771 (v), and the pairs of connecting edges between outer nodes of different
copies of $) are well defined in terms of the given graph. Let S C E be any set
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of edges that contains exactly one member from each pair of connecting edges
and let NV be any set of inner nodes that contains exactly one member from
each 7~1(v). Call a connecting edge incident with an inner node if there is an
edge that joins that node with one of the end-points of the given edge. Let @
be the result of counting modulo 2 the number of edges in S that are incident
with N. We check that 7 is independent of the choices made. Replacing any
edge in S by its partner edge changes the incidence with N in exactly two
places. Replacing an inner node of 7~1(v) by another one changes incidence
with S in an even number of places, since either both nodes are in I or both
are in I!. Tt is immediate, however, that i = 0 on (& ® )y and i = 1 on
(& ® $) (v for any single node v.

For definite representatives of the two isomorphism types put (& ®$)? :=
(& ®9H)y and (6 ® H)! = (& ® $){v,} Where vg is the <-least node of &.
We use such representatives in the simple case that & is a complete graph
to obtain the desired separation result. Let &,,11 be the ordered complete
graph over m + 1 nodes:

Romi1 = ({1,...,m+ 1, {(k, D)k # l},g).

Denote the above graph $) with node set P(m)Um x {0,1} by $,, to
indicate the dependence on m.

Lemma 2.8. Let 2 = (Ry1 @ 9,)° and A = (K1 @ Hm)t. Then for
m > 2: »
A=C"A but AT AW

Proof. It is instructive to consider first the case m = 2. An inspection of the
construction in this simple case shows that 2l is the disjoint union of two
cycles of length 9, each grouped into three groups of 3 consecutive vertices
that belong to the same class of the pre-ordering. 2’ is a single cycle of length
18 with a corresponding grouping into 6 blocks of three vertices each. If we
replace the classes of the pre-ordering by three monadic predicates U,., Uy
and U, for colours red, blue and green as in Example 2.6 then the relation
between 2 and 2 is the same as between the graphs & and &’ in Example 2.6,
only each node of the graphs there is replaced by a path of length 3 to obtain
the present ones. The claim for m = 2 therefore essentially follows from the
considerations in Example 2.6.

We turn to the general case. Let the natural projections from 20 and
A" to Rna1 be denoted m and «’, respectively. Note that membership in
771(j) (respectively 7' ~1(j)) is definable in L2 ,, since 7~!(j) consists of the
j-th class with respect to <. Concrete formulae are obtained exactly as in
Example 1.9. It follows that in order not to lose, player IT must necessarily
respect m and 7’ as well as the properties of being an inner node in 7=1(j)
or of being an end point of a connecting edge between 7~1(i) and 7—1(j) for
any 1 <1i,j <m+ 1. This is true for both the C*- and the LF-games.
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We first employ the L™ !-game to show that A and 2 are not L™*!-
equivalent. By the above considerations, player I can force II into positions
such that the j-th pebbles are placed on inner nodes a; € 77'(j) and d} €
7'~1(4) for 1 < j < m+ 1. For each j # 1 consider the pair of corresponding
outer nodes in 7~1(1) in A that belong to connecting edges between 7—1(1)
and 7~1(j). Note that exactly one node of this pair has distance 2 from a;,
the other one has distance greater than 2. Let v; be the one with distance
2. By the construction of 2l it is clear that the number of v; that are direct
neighbours to a; is even. Choosing nodes v;- for2<j<m+1in A in the
same manner, we find that the number of v;- that are direct neighbours to
ay must be odd. There is therefore at least one index j > 2 such that v,
is a neighbour of a; while v’ is not a neighbour of a} or vice versa. Assume
without loss of generality the former is true of j = 2. Let player I move pebble
3 in A to vy. IT must move pebble 3 to a neighbour of a} in 2’ in order not
to lose immediately. If IT places this pebble not on one of the outer nodes
in 771(1) belonging to a connecting edge to 7=1(2) then II loses within one
more round. Choosing the one of these outer nodes that is a neighbour of
a} and therefore different from v} IT still loses in one more round, since now
pebbles 2 and 3 are placed at distance 2 in 2l and at distance greater 2 in 21’

It remains to exhibit a strategy for player IT in the C"*-game on 2l and
2A’. We show that IT can maintain the following condition on the stages
(Ql,al,...,am;Ql’,a’l,... al ):

» Ym

m(a) =n'(@) and
(+) (2[ [ﬂfl(ﬂ(a)),ﬁ) ~ (Q(’ [/t (W'(E’)),E’).

We argue that this suffices for A =€ 2. In any game position (2, @) at
least one 7~ !(j) remains unpebbled. Consider a position @ over 2 in which
7~1(1) is unpebbled. By construction the identity mapping is an isomorphism
between the induced subgraphs of 2 and 2’ on 7! ({27 coo,m4 1}

AT ({2,....om+1}) =A 7 71({2,...,m+1}).

Thus (*) is seen to hold of (2, @;2,a) if @ is disjoint from 7~ 1(1). In the
general case there still is an isomorphism between 2 | (A \ 77'(j)) and
A | (A'\7'71(j)) for any j, because A’ = (Ry4109m)" = (Rint1@9m ) {1} ~
(Rim+1 ® Hm) (3. Therefore, for all @ there is some @’ such that () holds of
(A,a@) and (A',a@’), and vice versa. If IT can maintain (x), this implies that
Tp®" (A;2) = Tp®" (W';2) and, with Lemma 1.34, that indeed 2 =" ',

Assume now that (x) is satisfied in the current position. Assume fur-
ther that I chooses pebble 1 to play. Without loss of generality suppose that
m(ag,...,am) = 7'(ah,...,al,) € {3,...,m + 1} and that the given isomor-
phism is the identity mapping in restriction to 7=1({3,...,m + 1}):
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(Ql [W’l({S,...,er1}),a2,...,am)
= (Ql’ ' 1({3 m—i—l}),aé,...,a;n).

Consider any potential target position for pebble 1 over 2 say. If a; is
placed within 7=%({3,...,m+1}) then we want a} to be placed according to
the given isomorphism (which happens to be the identity under our assump-
tions). The interesting case is that a; is moved to either 7=1(1) or 7=1(2). It
follows from the considerations above that for ¢ = 1, 2 there are isomorphisms
i between A [ 71 ({1,...,m+1}\ {i}) and A’ | 7'~ 1({1 ;m+ 13\ {i})
such that ~; restrlcts to the identity mapping over w~ ({3, ,m + 1}),

and thus extends the given isomorphism between (Ql 7T_1({3 ,m +
1}),a2,...,an) and (A" | 771({3,...,m +1}),d},...,al,). Let nowvbe
the following bijection between 2l and Ql’ :
v forven 1({3,...,m+1})
y(v) =< y2(v) forver (1)
yi(v) forvern1(2).

Let II play according to 7: if I proposes B C 2 say, then IT answers B’ = ~v(B)
and upon a move of pebble 1 in 2’ to b’ € v(B), II moves pebble 1 in A to
v~ L(¥). (¥) is satisfied by construction in the resulting stage — the required
isomorphism is provided by the corresponding restriction of ~. a

We thus have in particular the following theorem.

Theorem 2.9. The logics CX. | form a strict hierarchy with respect to k even
for boolean queries on finite graphs:

Olw§C§Ow<;---gcéwgcc’;tl;...gcsw

1t follows that C,, & Loow — not every query on finite structures is express-
ible in C¥,

The second claim is provable from the first by diagonalization. A concrete
graph query which is not in C¥, is of course {(§m+1 @ $Hm)° | m = 2}, or
rather the closure of this set under isomorphisms.

2.1.2 Proof of Theorem 2.2

The proof is given in two separate lemmas, one for each implication in the
theorem.

Lemma 2.10. If (2, a) 2050w (A, a’) then player I can force a win in the
game on (9[,6; Ql’,a’).
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Proof. Let (,@) £C~« (W, @). There is some formula ¢ in CX_ such that
2A = p[a] but A’ = —p[a']. Let € be the quantifier rank of ¢. £ > 0 unless I
has already won. We prove that I can in one move force resulting positions
that can be distinguished by a formula of quantifier rank ¢ < £. This suffices
to give I a strategy, since by repeated application of such moves the ordinal
valued quantifier rank of the distinguishing formula must reach 0 in finitely
many steps — a win for I. Assume without loss of generality that ¢ is of the
form 32™z;1)(T). Other cases reduce to this one through the symmetry of
the claim and by replacing ¢ by one of its boolean constituents if necessary.
If T chooses pebble index j and proposes a set B := {b cA ’ AE 1[)[6%]} of
cardinality m, then IT cannot help but include at least one element o’ in the
response B’ such that A’ = —[a’ %/] This is simply because by assumption
on ¢ there are less than m positive examples available over (2',@’). I need
only choose such a b from B’ to force a resulting position in which 1) of
quantifier rank less than ¢ distinguishes the two tuples. a

Lemma 2.11. Player II has a strategy to maintain Eclgcw-equivalence of

game positions.

Proof. Assume (2(,a) =Coow (2',a@’). It has to be shown that in response to
. . . _Ck . .
any choices I can make during one round IT can achieve =~~«-equivalence in
the resulting positions. From Lemma 1.39 we know that each CX _-type « is
isolated by some formula ¢, (Z) € CX . For each « and each j, the number

) = [{be A wG (@) = a}| | (e 4|2 k- voiatl}

k k
is determined by tpg“’“ (@): F="xjpa(T) is in tpg""“ (@) exactly for m =
v, @). (2, a) =Cl%. (U, @) therefore implies that for all o and j the corre-
sponding numbers must be equal for (2, @) and (', a@"): v§*(A, @) = v§(A',a@).
Suppose now that I chooses to play in the j-th component and proposes
B C A as a challenge. By the above equality II can choose B’ C A’ such that
for all a:
Chu (=b) _ |y / Clow (=1b\ _
{be B |y~ (at) =a}| = |{¥/ € B' | wgr=(@¥) = o}

But now, no matter which € B’ I chooses, IT can make sure to answer
with some b € B such that the resulting tuples, E% and @’ % again realize the

same CX _-type, so that EC;w—equivalence is maintained. a

Before pursuing the analysis of the games, let us remark that unlike the
standard treatment of the k-pebble games for LX_ and C%  we have chosen
to consider only positions with all k£ pebbles placed on their respective struc-
tures. The standard treatment allows to start the game with all pebbles out-
side the structures. Until the point where all pebbles have been placed player
I may either choose to play a round using one of the pebbles already placed
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or one of those not yet used. Otherwise everything is unchanged. That choice
has the advantage that the main theorems directly apply to naked structures
and characterize the equivalence relations =“ over fin[r] rather than over
fin[7; k]. The disadvantage is that the games are slightly less uniform during
the initial phase in which only some of the pebbles have been placed and the
formal treatment must make more or less awkward provisions for that. We do
not really lose anything in our restriction to full positions, however, because
by Lemma 1.34 21 =% 2 if and only if 2 and 2’ realize exactly the same
L-types. As we shall mostly study =% as an equivalence relation on fin[r; k],
we prefer to deal with the variant introduced above.

2.1.3 Further Analysis of the C*-Game

An inductive analysis of strategies. Think of an arbitrary but fixed
k throughout the following. The obvious dependence of various introduced
notions on the value of k is mostly suppressed in the notation. Recall that
fin[r; k] is the class of all finite T-structures with a k-tuple of designated
elements.

Definition 2.12. Let = be the relation of atomic equivalence on fin[r; k|:
(A,a) ~o (A',@') if atpy(a) = atpy, (@).

Recall that atomic equivalence is what is required in the winning condition
for player IT, (W): player IT has not yet lost in stage (2, a@; ', a’) if (2, @) =~
(’,a@’). Obviously =% is an equivalence relation on positions. A strategy
for IT must specify possible moves for II that allow to stay within =~y in
response to any moves I might make. Inductively this task reduces to the
specification of strategies for one additional round. Suppose the relation ~;
on pairs of positions captures the existence of a strategy for at least ¢ moves.
Then the corresponding relation ~2; 1 must exactly contain all stages (pairs of
positions) in which IT has a strategy for a single round to enforce a resulting
stage in ~z;. What constitutes a strategy for the single round is governed by
the rules of the game.

Lemma 2.13. Let ~ be an equivalence relation on fin[r;k|. Let ~' be the
relation on fin[r; k] that contains (A, a; A, a’) if and only if (A,a) ~ (A, a’)
and in a single round of the C*-game on stage (A,a;A’, @) player 11 can
force the resulting stage to be in ~ again. Then ~' is definable as follows:
@a) ~ @) if

(&,a) ~ (A, a')

and for all j € {1,...,k} and all a € fin[r; k] /~

[(peal@atyeal|=|{rea|@at)ea}

In particular ~' is also an equivalence relation on fin[r; k].
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Proof. i) Suppose first that the condition on the right hand side is satisfied
by (2,@;',a’). The proof that II can force ~-equivalence in a single round
is very similar to the proof of Lemma 2.11 above. Note that both, the rules
for a round in the game and the condition in the lemma are symmetric with
respect to the constituent positions (2,@) and (A',@’). Let I in the first
part of the round choose j and B C A. Split B into disjoint subsets B, for
o € fin[r; k] /~ through: B, := {b € B | (Q(,E%) € a}. By assumption, there
exists for each B, a subset B], C {b/ € A’ | (Ql’,&’%/) € a} of exactly the
same size as B,. Note that the sets {b' € A’ | (Ql’,ﬁ’%/) € a} are disjoint for
different . If II responds with B’ := |J,, B}, then, in the second exchange of
moves in this round, IT can force ~-equivalence as desired: I chooses 0’ € B,

for some ap; IT need merely choose b from B,, to ensure (Ql,d%) ~ (Ql'ﬁ'%/)
since both positions are in ag.

ii) Suppose now that the condition on the right hand side is not satisfied. The
interesting case is that this is not due to ~-inequivalence. We show how I can
force a successor stage that is not in ~. By symmetry we may assume that
for some j and «, [{b € A | (Ql,ﬁ?) cal|>|{v eA| (Ql’,&’%/) €a}| LetI
choose this j and B := {b € A | (2, 6%) € a}. Whichever B’ of the same size

as B player II chooses, there has to be some b’ € B’ such that (Ql’,d’%/) is
not in a. If T chooses such b’ a resulting stage with ~-inequivalent positions
is forced. a

Definition 2.14. Define a family of binary relations =; on fin[r; k] as fol-
lows:

_ ;o . Player 11 has a strategy for at least © rounds
@ a) ~; (A,a) if in the C*-game on (A, a; A", a@’).

Note that the above definition of ~ as equality of atomic types is consis-
tent with this new definition. Lemma 2.13 can be applied to generate induc-
tively equivalence relations =; that capture the existence of a strategy for at
least i moves. Obviously =2;;1 is obtained from =z; through the refinement
step described in Lemma 2.13, ~; 1= (~;)’.

In particular it follows inductively from the condition in Lemma 2.13 that
all the ~; are equivalence relations on fin[7; k]. For future reference we present
the inductive description of the =2; in detail.

Proposition 2.15. Let the ~; on fin[r; k] be defined through the existence
of a strategy for player II for at least i rounds in the C*-game. Then these
are inductively definable in the following process:
(2,@) ~o (A, @) iff atpy(a) = atpy, (@)
&,a) mia (A7) iff
(Q[a a) ~i (91/,6/)
and for all j € {1,...,k} and all a € fin[r; k] /~;
{real@at)cal|=|{tea| @ a¥)cal.
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As a sequence of successively refined equivalence relations the ~; possess a
limit or roughest common refinement. Formally this limit ~ is the intersection
of all ~; for i € w:

1—00
~. ~ — ~.
Ry —— "= ;.
i

We show that &~ captures the existence of a strategy in the infinite game.
Lemma 2.16. Let ~:= (), ;. Then

_ ;—r . Player I1 has a strategy in the infinite
@)~ @a)  iff CF-game on (A, a;2A',@).

Proof. This is the first place in the analysis of the games where we use the
finiteness of the underlying structures. Fix two structures 2, 2’ and let AN
and ~2%" stand for the restrictions of ~ and =; to positions over 2 and 2U'.
Thus ~2?" is the limit of the decreasing sequence of subsets ~2%" of the
finite set A* x A’F. Tt follows that ~3% =~ =~¥ for some i. But this
means that for such ¢ and in games over 20 and 2" player II is guaranteed to
have a strategy for at least ¢ + 1 rounds whenever there is a strategy for at
least ¢ rounds. The strategy in the infinite game now simply is to maintain
z?&‘l—equivalence: %?‘m/—equivalence implies %?f‘l/—equivalence and this can
by definition be used to enforce z?‘m/—equivalence in each consecutive round.
O

Equivalence of positions and equality of types. We can now show that
the ~-classes coincide with the CF_-types as well as with the C¥ -types
over fin[7]. This correspondence in particular yields a proof of Corollary 2.4.
Recall form Definition 1.36 that the C’C’fow;i consist of all those formulae of
Ck ., whose quantifier rank is at most i. By what we already have, it suffices
to show that =~; is equivalence in C’C’fow;i for all 4 € w. For then, the following

limit equations prove the claim:

k i—00 k
Ecww;i > Ecww
k
Ecoow;i
i—00
~. ~
~; E— ~

The indicated limits are clear: C*, = |, Cf)'w;i so that CF_-equivalence
is the limit of the equivalences with respect to the C* ~ =), =i by the

ww;t*
definition of ~.
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Coincidence between wa ,-equivalence and Coow ;~equivalence follows

from our preliminary analy51s in Chapter 1, see Corollary 1.40. But from

Theorem 2.2 and Lemma 2.16 we already know that ~ is C% _-equivalence.

It follows that indeed on fin[r; k] all three notions of equivalence
ECSW,ECI;OW, and =~

coincide. This is precisely the statement of Corollary 2.4. It remains to prove

inductively the coincidence between ~; and Coow ,-equivalence.

Lemma 2.17. The equivalence relation ~; coincides with C¥ .;-equivalence

on fin[r; k] for all i € w.

Proof. By induction on 4. The claim is true for ¢ = 0 by definition. Recall
from Proposition 2.15 how =2;;1 is characterized in terms of ~;:

(A,a) ~ip (W) iff
(9(76) ~i (m/7a/)
and for all j € {1,...,k} and all a € fin[r; k] /~;
[{pea|@at) Ga}‘ ’{b’eA’|(2[’ 7¥) € a}|

It suffices to prove the following, which says that the =Cw:i are governed by
the same rules:

(A, @) =Cocwiv1 (A, @) iﬁ’
(A, @) =C=wi (A, a)
and for all j € {1,...,k} and all « € fin[r; k] /— cowii
‘{beA\(Ql,a%)Ea}‘:’{b’eA’|(91’ at)eall.

The “only if”—part is clear, since by Lemma 1.39 each =Cswi-class a is
isolated by a formula ¢, (%) € CX Therefore, if

OOLAJ’L

(2L, a) = ‘{be Al (n,at)

then 320, (T) is in the C& ;. -type of (A, a@) for m = v (2, @). For the
“if”—part it suffices to show that the numbers v (2, @), for all @ and j isolate
the Ck -type of (2, a). This, however, is clear: whether 2 |= 32"z ;v[a]

ocow; z+1
for ¢ € C is determined by ) v (2, @) for those a that contain ¢p. O

oowi

Since we only deal with finite structures we henceforth identify =Cbu
and =%« and indistinguishably write =C" Correspondingly, the distinction
between C¥ - and C¥_-types is dropped and we may simply speak of C*-
types over finite structures.

Referring back to the inductive generation of the ~; as characterized in
Proposition 2.15 and combining this with the insight that the limit of the =;
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is C*-equivalence, we have the following rather algebraic characterization of
=" over fin[7; k].

Remark 2.18. =C" on fin[r; k| is the roughest equivalence relation == on
fin[r; k] that is at least as fine as atomic equivalence and satisfies the following
fixed-point equation:

(@) =~ (A, a’)
—
forallj € {1,...,k} and all o € fin[r; k] /=~

[{pea|@at)ecal|= | e |@.al)eca}|

The fixed-point equation directly corresponds with the equation that gov-
erns the refinement step =a2; — =2;; 1 in Proposition 2.15.

2.1.4 The Analogous Treatment for L

Both, the proof of Theorem 2.1 and the analysis of the LF-game that leads to
Corollary 2.3, are carried out along exactly the same lines as for the C*-game.
The more transparent rules for the single round, however, lead to consider-
able simplifications. The inductive generation of the corresponding equiva-
lence relations ~2; on game positions is formally much simpler, though strictly
analogous in spirit. Instead of Proposition 2.15 we now find the following.

Proposition 2.19. With the ~; defined through the existence of a strategy
for player IT in the L*-game, these are inductively definable as follows:

(A, @) ~o (A, @) iff atpy(a) = atpy, (@)
(Q[a a) i+l (Q’[/,a/) Zﬁ
,a) ~; (A, @)
and for all j € {1,...,k} and all « € fin[r; k] /zl

b e A((m,ag) e a) T e A’((m’,a’%’) € a).

The limit =~; e =, where the equivalence relations =; now stand
for equivalence with respect to the L*-game, becomes equality of L% -types
over finite structures. The =; also correspond to indistinguishability in the
bounded quantifier rank fragments L% . of Lk . L’;ow;i—equivalence is the

cow;t

same as Liw;i-equivalence by Corollary 1.40. Thus,

zLiazL;w, and =~
coincide, where ~ now is equivalence in the L*¥-game. This is precisely the
statement of Corollary 2.3.

It is therefore justified to write =L* for both, equivalence in Lk, or Lk .
Accordingly we identify L -types and L -types over finite structures and
address them as L*-types.
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Finally an algebraic characterization of =L" in the style of Remark 2.18
is obtained: =" is the roughest equivalence relation & on fin[r; k] that is
at least as fine as atomic equivalence and satisfies the following fixed-point
equation:

#a) = (A, a)
<~
for all j € {1,...,k} and all a € fin[r; k] /~

3 e A((m,ag) c a) T e A'((Qv,a’%’) c a).

2.2 Colour Refinement and the Stable Colouring

This section is an intermezzo on our way to obtain definable orderings with
respect to C*- and LF-types. The basic technique in the underlying inductive
processes is intimately related to a similar technique in combinatorial graph
theory: the colour refinement technique and the stable colouring, often also
considered under the name of vertex classification. We review these notions in
some detail and consider variants that are useful in the present development.
In particular some definability properties of variants of the stable colouring
can later directly be transferred to definability statements for the invariants.

We use the terminology of pre-orderings as reviewed in Section 1.7. In
particular compare Definition 1.62. We reserve variants of the symbol < to
denote pre-orderings; < then denotes the associated strict pre-ordering and
~ the induced equivalence relation. Recall that the quotient < / ~ is a linear
ordering in the sense of <, < / ~ the corresponding linear ordering in the sense
of <. Intuitively ~ describes the discriminating power of <. Recall that <
and < are quantifier free interdefinable and that ~ is quantifier free definable
form either.

2.2.1 The Standard Case: Colourings of Finite Graphs

Let (V, E) be a finite graph. A colouring of (V, E) with finitely many colours
0,...,r —1is a function &:V — r, where r = {0,...,r — 1} as usual. We
regard this set of colours as ordered in the natural way. To make the order in
the colours explicit, the colouring may be formalized as a pre-ordering on V:
vy < vg if ¢(v1) < ¢(vz). The associated ~ is the relation of having the same
colour. A particular refinement of ¢ is induced by the following mapping;:

div—s (c(v), [{w|Evw A c(w) = 0}],..., {w|Evw A c(w) =r — 1}’)

Let ~' be the relation of having the same new colour. Obviously v; ~" v
if and only if v; and vy have the same colour under ¢ and the same numbers
of direct neighbours in any of the c-colours. We note the similarity of this
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refinement process with that encountered in the refinement for equivalence
of positions in the C*-game as expressed in Lemma 2.13.

The new colours can be ordered lexicographically so that one may also
regard ¢’ as a mapping into some initial subset ' = {0,...,7" — 1} of natural
numbers. With our conventions for lexicographic orderings (see Section 1.7.3)
the colours under ¢’ get ordered with dominating c-colour.

The new ' is the colour refinement of c. Let </, <’ and ~' be the char-
acteristic descriptions of ¢ in terms of pre-orderings. The colouring ¢’ is a
refinement of ¢ in the sense that ~' is a refinement of ~ and that for < and
<’ we have: < C <’. The discriminating power of the colouring is possibly
enhanced in the passage from c to ¢/, but the new ordering of colours is
compatible with the former one.

Since (V, E) is finite, repeated colour refinement must terminate in a
stationary colouring after at most |V| steps. In the standard graph theoretic
setting this limit process is applied to the trivial monochromatic colouring
co : V — {0}. Note that this trivial colouring corresponds to the pre-ordering
<o =V x V (with associated strict pre-ordering <g = 0)). The limit colouring
obtained in this way is called the stable colouring of the graph. At the level of
the associated strict pre-orderings the stable colouring is the least fized point
of the monotone operator corresponding to the single colour refinement step
sending < to <’

<=J=i where <o=19
i and <it1= (<i)/.

The first successor level <1 is just the pre-ordering according to the degree
of vertices. Note that the description of the refinement process is monotone
increasing in terms of < and monotone decreasing in terms of ~ and <.

2.2.2 Definability of the Stable Colouring

A slight generalization of the setting in which the colour refinement technique
is applicable concerns k-graphs with any given initial pre-ordering on the set
of vertices. We use the term k-graph to denote structures with k binary
relations Fi, ..., Fy instead of the single edge relation in the standard case.
Also we here need not require these relations to be irreflexive or symmetric.
An additional arbitrary pre-ordering <o serves as an initial stage for the
colour refinement. In terms of colourings we now pass from a colouring c: V" —
7 to a refinement ¢’ obtained from a lexicographic ordering of the new colours

e CON ) I §

where v$(v) = [{w|Ejow A c(w) = s}|.

Recall once more our conventions for the lexicographic ordering: a new
colour T = (m, (m;)) is regarded as a tuple with first component m and
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consecutive components mj, listed according to the lexicographic ordering
on the index pairs (j,s). For m = (m, (m;s)) and m' = (m/, (m},)) we get
that m < m' if m <m’ or if m = m’ and m;s < m/; for the least (j,s) such
that m;s # mj,.

For the description in terms of the associated pre-orderings < and <’ with
corresponding strict < and <’ and equivalences ~ and ~’ this becomes:

V1 =</ Vg iff
V1 < Vg or
v1 ~ vg and (Vj(m)) lex (Vf(W)),

where v$(v) = |{w|Ejow A c(w) = s}|.

(2.1)

The structural similarity of this refinement process with that in Proposi-
tion 2.15 is most apparent for the associated equivalences ~ and ~':

V1 NIUQ iff
vy ~ vy and for all j € {1,...,k} and all « € V/ ~ (2.2)
‘{UEV | Ejvlu/\quz}‘ = {UGV | Ejvgu/\ueoz}‘.

Definition 2.20. The stable colouring of a pre-ordered finite k-graph is the
limit pre-ordering < obtained through application of the above refinement
operation with the given <o as the initial stage:

< is the limit <; T < where inductively <;11:= ().

We regard the <; and < as global relations on finite pre-ordered k-graphs.

The standard version of the stable colouring of graphs is comprised as a
special case for k = 1 and for trivial initial pre-ordering <o =V x V. In this
form the following result is due to Immerman and Lander, see Theorem 2.23
below.

Lemma 2.21. The stable colouring < of finite pre-ordered k-graphs is de-
finable in C2,,.

Proof. Let <; and < stand for the associated strict pre-orderings, ~; and
~ for the induced equivalences. It is sufficient to show that each level <; in
the fixed-point process that generates < is definable by some CZ2 -formula
@i(x,y). Then the limit of the sequence <¢ C <1 C -- - is defined by

P1EW

i) Suppose that ¢; defines <;. Then for each s > 0 there is a formula ; ()
of C2 , in a single free variable which defines the s-th equivalence class with
respect to ~; in the sense of the ordering <;. We first generate auxiliary
Xi,s(x) that define the union of the classes up to s: x;0(z) = —Jy(pi(y, x))
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defines the <;-least ~;-class. As usual, p;(y, z) is the result of exchanging all
occurrences of x and y in @;(z,y). Inductively let x; s41(z) = Vy(pi(y,x) —
Xi,s(y)). Finally v; s(2) 1= Xi,5(¥) A =xi,s-1(2) is as desired.

ii) Definability of the <; is established by an induction with respect to i.
vo(x,y) :=x <o yA—y <o x defines < as the strict variant of the given <.
Recall from the definitions that

T <41 Y iff
T <;y or (2.3)
T ~; y and (V;(a:)) <iox (u;(y))
vi(z) = |{z|Ejzz A i s(2)}] is the number of Ej-neighbours to x that are in
the s-th class with respect to ~;,.
The crucial lexicographic comparison (u;(:n)) lox (1/; (y)) can be ex-
pressed as follows:

V(I A w@=ve rve <o)
(4,8) (4',8")<(4,8)
Since v; (z) = |{y | Ejzy A T,/st(y)}| it only remains to dissolve the cardi-
nality equalities and inequalities in the last formula into infinite disjunctions

according to the following pattern:

{ulx(@w}| < [{ulx@w}| <\ (39 AT x(y2).

m<n

O

Beside infinitary definability in only two variables with counting we also
get definability in an extension of fixed-point logic just sufficiently expres-
sive to permit cardinality comparison. Recall the definition of the Rescher
quantifier from Definition 1.53.

Lemma 2.22. The stable colouring < of finite pre-ordered k-graphs is glob-
ally definable in FP(QgR), fized-point logic with the Rescher quantifier. In
particular it is computable in PTIME.

Proof. Note that equation 2.3 for the inductive refinement is directly ad-
equate for the definition of < as an inductive fixed point. Only, in stan-
dard fixed-point processes we initialize the fixed-point variable to @), whereas
here we want to substitute the given < for the initial stage. This is
possible with the following standard trick. To obtain the inductive fixed-
point for the operator given by x(X,Z) but with initialization to an Xj
defined by some ¢o(Z) one may use the usual inductive fixed-point over
X (X,Z) = (-3ZXT A @o(T)) V (FzXT A X(X,T)).

It therefore suffices to show that the lexicographic comparison in equa-
tion 2.3 is definable with the Rescher quantifier. (uj(x)) Clex (l/j(y)) can now
be reformulated as follows:



2.2 Colour Refinement and the Stable Colouring 71
(v (@) <iex (¥ (y))

& 36.9) [V (U ) < Gis) = vy @) = v ) A V(@) < v W)
- \;7 . j/<\j vs'( ;,/(:I:) = VJS: (y)) A Vs'<s (V;/(,T) = V;l (y))
j=1 Avi(z) <vi(y)

The quantifications over s and s’ can be replaced by quantifications over
elements z and 2’ that represent the s-th and s’-th classes with respect to ~;.
If for instance 2 is in the s-th ~;-class then v} (z) = |{u ’ Ejx Au~;y z}| It
follows that the cardinality equalities and comparisons in the above formulae
can be expressed with applications of Qg. Thus (v5(x)) <. (¥i(y)) is in
first-order logic with the Rescher quantifier in terms of <;.

The limit <, and with it <, therefore are definable in FP(Qg). a

2.2.3 C2?  and the Stable Colouring

oow

For this section we return to the standard case of the stable colouring,
with just one edge relation F and initialization to the trivial pre-ordering.
Lemma 2.21 was first stated by Immerman and Lander [IL90] in this form:

Theorem 2.23 (Immerman, Lander). The stable colouring of graphs is
C2,-definable in the finite: there is a C2 -formula n(x,y) defining on all
finite graphs the pre-ordering associated with the stable colouring.

The stable colouring receives special attention in graph theory since on
generic graphs it provides canonization up to isomorphism. On almost all
finite graphs the pre-ordering associated with the stable colouring is a linear
ordering. This result is due to Babai, Erdés and Selkow [BES80]. The ‘almost
all’ is to say that the proportion of graphs of size n satisfying the statement
tends to 1 as n goes to infinity. In [BK80] this result was further used to
provide a graph normalization algorithm that operates in average linear time.

Theorem 2.24 (Babai, Erdos, Selkow). For almost all finite graphs the
stable colouring gives different colours to any two distinct vertices. In other
words, almost all finite graphs are in fact linearly ordered (in the sense of
<) by the pre-ordering < associated with the stable colouring. It follows that
almost all finite graphs are characterized up to isomorphism by their C2 -
theories, hence also by their C2_ -theories.

Immerman and Lander proved that not only is the stable colouring C?-
definable, but it exactly classifies vertices up to C%-equivalence:

Theorem 2.25 (Immerman, Lander). The equivalence relation ~ asso-
ciated with the stable colouring of finite graphs is equality of C?-types of sin-
gletons. The associated pre-ordering < therefore is a pre-ordering with respect
to C?-types of single vertices.
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Sketch of Proof. Let & = (V, E) be a graph. It suffices to show that u ~ u’
for u,u’ € V implies that player IT has a strategy in the infinite game on
(@, uu; B, u’u’). Then ~ is at least as fine as equality of C2-types. It cannot
be strictly finer because each ~-class is CZ -definable as we have seen in
the proof of Lemma 2.21. We show that player IT can maintain the following
condition on game positions (&, uv) and (&, u'v’):

(*) u~u andv~v and atpg(u,v) = atpg(u,v').

Let this condition be satisfied in the current stage (Qﬁ,uv; Q5,u’v’). Assume
without loss of generality that player I chooses to play in the second compo-
nent, j = 2, and proposes B C V as a subset over the first copy of &. Let
the colour classes in V/ ~ be enumerated as aq,...,q;. Split B into colour
classes B; = BN a;. Since u ~ v’ and since ~ =~ is stationary with respect
to a further colour refinement step, we have for all «;:

‘{w ’ Euw/\wEai}‘ = ‘{w’ ‘ Eu'w Aw' Eozi}

It follows that also Hw ’ -Buw Aw € ai}| = Hw’ | -EBu'w' Aw' € ai}‘.
Therefore IT can choose subsets B} C «; such that u’ has exactly as many E-
neighbours and non-neighbours in B; as u has in B;. Let IT put B’ =, B;.
If I now chooses for instance a neighbour of v’ in B}, then II can answer with
a neighbour of u from B;. Thus () is realized in the resulting stage again.

O

2.2.4 A Variant Without Counting

There is also an inductively definable pre-ordering adapted to capture the
refinement that corresponds to the moves in the ordinary pebble game for
L*. Its definition does not require cardinality comparison so that it turns
out to be FP-definable. In fact, the rdle of cardinality comparisons in the
colour refinement is taken by the boolean distinction whether or not there
are neighbours (no matter how many) of respective kinds. Consider some
colouring ¢:V — 7 on a k-graph. For the refinement step pass to a new
colouring

divr— (c(v), (dj(v))lgjgk,0<s<r)7

if =Jw(Ejow A c(w) = s)

0
where di(v):=
i) { 1 if Jw(Ejow Ac(w) =s).

Note that the entries in all but the first component are boolean values. These
take the place of cardinalities in the colour refinement. The new colours are
ordered lexicographically just as in the colour refinement. The corresponding
refinement in the associated strict pre-orderings can easily be described in a
form analogous to condition 2.1 on page 69.
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Starting from a pre-ordered k-graph and applying this refinement proce-
dure inductively, a limit pre-ordering is obtained. Let us call this resulting
pre-ordering the Abiteboul- Vianu colouring of the pre-ordered k-graph.

In complete analogy with the proofs of Lemmas 2.21 and 2.22 above, we
find that the Abiteboul-Vianu colouring of pre-ordered k-graphs is globally
L?_ -definable as well as FP-definable.

We shall see in the next sections that the Abiteboul-Vianu colouring serves
to construct global pre-orderings with respect to L*-types just as the stable
colouring serves to construct similar pre-orderings with respect to C*-types.
We have seen in Theorem 2.25 a first indication in this direction: the stan-
dard stable colouring of graphs provides a global pre-ordering of C?-types of
singletons. It may similarly be shown that the Abiteboul-Vianu colouring is
a pre-ordering of L2-types of singletons.

2.3 Order in the Analysis of the Games

The desired ordering with respect to types is obtained through an ordered
classification of positions in the corresponding game. Formally the ordering
of the quotients A%/ =% gets interpreted over each structure 2 through a
pre-ordering on the k-th power of the universe. The associated equivalence
relation will be equality of types. We have seen a special case of this idea
in Theorem 2.25. In the following we present the introduction of the desired
pre-orderings in two different approaches, each with its specific advantages.

(a) The first view is an internal one in the sense that the pre-ordering is
defined as a global relation on the game positions over each individual
2 without reference to positions over other structures. This development
is a direct application of the stable colouring to some k-graph associated
with each individual 2. From Section 2.2 we infer definability properties
of the resulting pre-ordering as a global relation on fin[r].

(b) The other, and indeed more comprehensive, view defines the desired pre-
ordering as a pre-ordering on fin[r; k], i.e. as a relation that serves to
compare game positions over different structures. In this sense it involves
considerations that are ezternal to the individual structures. This is in
good agreement, however, with the game analysis in terms of the equiv-
alence relations az. These also primarily are equivalences over fin[r; k].
Only their restrictions to the special case that both positions are over the
same structure are global relations over fin[7].

Both views are presented in the following. The externally defined pre-ordering
agrees with the internally defined one in restriction to each individual struc-
ture so that both views contribute to the understanding of the pre-ordering
as a global relation. In order not to overburden notation we shall not distin-
guish between the two notationally. Wherever it matters it will be clear from
context which view is intended.



74 2. The Games and Their Analysis

We explicitly treat the case with counting quantifiers first and indicate
the analogous treatment for the L* in the sequel.

2.3.1 The Internal View

We introduce the desired orderings on Tp® (;k) = A¥/ =C" as the stable
colouring of some k-graph associated with 2.

Let us fix some linear ordering <o on the finite set Atp(7;k) of atomic
T-types in k variables. This induces an initial pre-ordering <o on the k-th
power of the universe of any 2 € fin[7]:

a<oad if atpy(a) <o atpy (@).

The associated equivalence relation ~q is equality of atomic types, i.e. the
above ~zg. With any finite 7-structure 2l we associate a k-graph that encodes
the game positions over 2 in the k-pebble game together with the fixed initial
pre-ordering with respect to atomic types.

Definition 2.26. With structures 2 € fin[r] associate the following struc-
tures over universe A".

(i) The game k-graph of 2, 2A® . Its vocabulary 7™ consists of binary re-
lations Ej, for j = 1,...,k, and unary predicates Py for each atomic
type 6 € Atp(T; k). These are interpreted on A* according to Ejaa if
Nizjai = a;, and Poa if atpy (a) =9.

AN = (Aka (Ej)1<j<kv (P")oeAtp(T;k))'

(ii) For the pre-ordered k-graph of 2, the identification of the individual
atomic types is replaced be the pre-ordering <o according to atomic types
(as induced by <o ). The pre-ordered k-graph of 2 is

(Ak’ (Bi)1cjen <0)-

The E; encode in both structures the accessibility between positions over
20 in a moves that are carried out over the j-th component. It is important
to note that both the game k-graph and the pre-ordered k-graph of 20 are
quantifier free interpreted over the k-th power of 2. Also, the pre-ordering <
of the pre-ordered k-graphs is atomically definable over the game k-graphs.

From Section 2.2.2 we obtain a stable colouring < on the pre-ordered
k-graphs.

Proposition 2.27. The stable colouring of the pre-ordered k-graph of 2 is
a pre-ordering with respect to C*-types: its associated equivalence relation is
equality of C*-types over AF.
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Proof. Let the <; be the stages in the generation of the stable colouring < on
the associated k-graph. Let ~ and the ~; be the corresponding equivalence
relations on A*. The proposition is equivalent with the statement that ~
coincides with ~ over A*. It suffices to show inductively that ~; ==z, for all
i, since we know that

Ny and ).

Agreement between ~g and =~ is clear from the definition.

Consider the refinement step in the generation of the stable colouring on
the k-graph associated with 2. Recall the inductive definition of the stages
for the stable colouring, in particular the formula governing the refinement
step for the associated equivalence relation from equation 2.2 on page 69:

G~ @ if a@a~;@ andforall je{1,...,k}and all a € A%/ ~;
(o] Bsababeal| = |{b] Bababeal|

But obviously ’{5604 } EjabAbe a}| = HbeA’E% € a}| so that

@~ @ if a@~;@ andforall j € {1,...,k} and all a € A*/ ~;
[{pealateal|=|{bea|ateal].

Comparing Proposition 2.15 for the inductive refinement step in the ~; —
and specializing to the case that both positions are over the same structure
2 — it follows that ~; ==s; implies ~; 1 ==~; 1. This yields an inductive
proof of the claim. ad

Recall from Lemma 2.21 that the stable colouring of pre-ordered k-graphs
is C2 _-definable. < is the stable colouring of a pre-ordered k-graph that
itself is quantifier free interpreted over the k-th power of 2. It follows with
Lemma 1.50 that < is globally definable as a global relation over fin[r] in
C2 [7].

By Lemma 2.22 < is definable in FP(Qg). Thus we have the following.

Theorem 2.28. For each k there is a global pre-ordering < over the k-th
power of the universe of structures in fin[r], such that

(i) the associated equivalence relation is equality of C*-types. Thus < is the

quotient interpretation of a global linear ordering of the A*/ =C",
(ii) as a global relation over fin[r], < is definable in C?k [7] as well as in
FP(Qr)[7], fized-point logic with the Rescher quantifier.
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2.3.2 The External View

Recall how the equivalence relation =~ was introduced as a binary relation on
fin[7; k]. Together with its inductive stages ~; it serves to analyze the equiv-
alence of k-tuples over different structures. ~ and the ~; as global relations
on structures in fin[r] merely are the restrictions of these externally defined
relations. It is possible to treat < and its stages <; under the same exter-
nal view as pre-orderings not only on individual structures in fin[7], but on
fin[r; k]. In this view an inductive definition of the <; can be given as follows.
We here choose the strict variants <; because their inductive definition is
the formally more transparent one. < is the strict variant of the fixed linear
ordering <o on Atp(7; k).

A, @) <o (A,a") if  atpgy(a) <o atpy (')
( ) =<i+1 (Q[ a) if

(2, a@) <; (A ,ﬁ’) or (2.4)
(2A,a@) ~; (A',a@’) and ( (2, a)) ex (1/9‘(2[’ H’))

ab)

where  v&(2,@) = ’{b6A| a3l Ea}‘
The indices (j, ) range over {1,...,k} x fin[r; k] /~;. The ordering of the
index sets in the lexicographic comparison is chosen with dominant first com-
ponent j. Note that the tuples involved in this comparison each only have
a finite number of non-zero entries. Only types that are realized over 2l or
A’ enter non-trivially. Comparison with the inductive generation of the =; in
Proposition 2.15 shows that the equivalence relations ~; associated with the
=<; defined in this manner are indeed the =;. It follows that the limit < of
the <; is a strict pre-ordering with respect to C*-types over fin[r; k].

Lemma 2.29. The pre-orderings <;, as inductively defined on fin[r; k] ac-
cording to equations 2.4, and their limit < coincide in restriction to each
individual A € fin[r] with those defined through the stable colouring of the
k-graph associated with 2.

Sketch of Proof. One need only specialize equations 2.4 to a single structure
2A = 2A’. The obvious equality |{b €A ’ (A, a ) € a}| = |{b c AF | Ejab A

(2A,b) € a}| shows the agreement of the leX1cograph1c comparison in 2.4
with that of the colour refinement over the k-graph associated with 2, cf.
equation 2.1 on page 69. This proves equality for the inductive stages and
implies equality in the limits as well. a

This external view of < and the <; really goes beyond the view of these
as global relations on individual structures: it immediately shows that two
Ck-types that are both realized in two different structures get ordered the
same way in both structures.
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Corollary 2.30. As global relations on fin[r], the < provide a coherent or-
dering with respect to C*-types across all structures in fin[r]:

if tpgk (61) = tpg,k (E’l) and tpgk (62) = tpg,k (6’2), then @, < @y if and only
if @) <Y a.

This is immediate here from Lemma 2.29. The same coherence claim can
also be proved directly on the basis of the global definition of the individual
pre-orderings. Note, however, that it does not follow directly from the fact
that the associated equivalence relation is equality of C*-types. Even though
it is clear that whenever 2 and 2’ share even a single C*-type they must be
C*-equivalent, coherent ordering of the types might a priori seem to require
C?%F-equivalence.

2.3.3 The Analogous Treatment for L

We sketch the introduction of a pre-ordering with respect to L*-types. An
inductive characterization of the relation == or equality of LF-types has
been obtained in the analysis of the L*-game. Recall Proposition 2.19 for the
inductive generation of equivalences ~; appropriate for the L*-game. Their
limit = over fin[r; k] is =L".

The desired pre-ordering, for which we also write <, can once more be
defined as a global relation internal to each individual structure, or externally
as a pre-ordering on fin[7; k] whose restriction to individual structures is the
same as the former. As global relations internal to each 2 the pre-ordering <
and its stages <; are obtained as the limit and the stages of the Abiteboul-
Vianu colouring applied to the pre-ordered k-graphs associated with 2. This
immediately gives the analogous definability results as in the case of the C*,

cf. Theorem 2.28.

Theorem 2.31. For each k there is a global pre-ordering < over the k-th
power of the universe of structures in fin[r], such that its associated equiv-
alence relation is equality of L*-types. This pre-ordering is obtained as the
Abiteboul-Vianu colouring of the pre-ordered k-graphs associated with struc-
tures in fin[r]. As a global relation over fin[r], < is definable in L?* [r] as
well as in FP[r].

The more general external version of < over fin[r; k] is obtained in an
inductive definition analogous to equations 2.4:

(2,
(2,

<o (A, @) if atpy(a) <o atpg (@)
<41 (Q[/,E/) if

(A,a) <; (A,a@') or

(2, @) ~; (A,a) and (d$(A, @)) <ie (A, @))
0 if -3p(A,al) € a

where  d§ (2, @): = { 1 if Hb(mﬁ?) ca.
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The indices (j, a) range over {1,...,k} x fin[r;k] /~;.

Recall that ~; is the i-th stage in the generation of ~ — where now = is
=L" on fin[7; k]. In order to verify that indeed =2, also is the equivalence rela-
tion associated with <; as defined here, compare Proposition 2.19. In analogy
with Lemma 2.29 it is shown that in restriction to individual structures this
externally defined pre-ordering coincides with the one obtained internally. In
particular, as a global relation on fin[r], < is a coherent pre-ordering with
respect to LF-types.

Lemma 2.32. As a global relation on fin[r] the pre-ordering < obtained as
the Abiteboul-Vianu colouring of the k-graphs of structures in fin[r] provides
a coherent ordering with respect to L¥-types across all structures in fin[7]:

. . . . . . k . Lk (—

its associated equivalence relation is equality of L”-types, and if tpy (al) =

tpgf (a}) and tpﬁk (a2) = tpgf (@), then @y <* @y if and only if @ <% @,

Sources and attributions. As pointed out above, the Fraissé style analysis
for finite variable logics in terms of back-and-forth systems is due to Barwise
[Bar77], the introduction of the corresponding pebble games and their anal-
ysis to Immerman [Imm82]. For some more background on the finite variable
fragments of first-order logic see also [Poi82]. The games for finitely many
variables and counting quantifiers were introduced by Immerman and Lan-
der in [IL90]. Cai, Fiirer and Immerman applied these games in the analysis of
their construction of non-isomorphic but C*-equivalent graphs in [CFI89]. In
this construction counting is, however, easily eliminated. A systematic analy-
sis of the C*-game over graphs is presented in [CF192] and was independently
developed in [GO93, Ott96a]. Cai, Fiirer and Immerman attribute the under-
lying graph theoretic technique connected with the stable colouring in higher
dimension to Lehman and Weisfeiler. The approach in [GO93, Ott96a] grew
out of the generalization of the Abiteboul-Vianu approach to the case with
counting. It should be remarked that the notions of a k-ary stable colouring
underlying [GO93, Ott96a] — which is the one used here as well — differs
in some technical details from the one attributed to Lehman and Weisfeiler
in the work of Cai, Filirer and Immerman. Our k-ary variant is tuned exactly
to yield a classification of k-tuples with respect to C*; the other one rather
corresponds to the classification of k-tuples with respect to types in C**1.
Both ways have their merits but the difference has to be kept in mind to avoid
confusion when comparing the statements. We find our convention more suit-
able in connection with definability issues concerning the pre-orderings with
respect to types and the invariants to be introduced in the next chapter.
The work of Abiteboul and Vianu [AV91] is the essential source for the
introduction of the definable ordered quotients A*/ =L* that will form the
backbone of the invariants. An excellent presentation of the related results

for the LF-game in logical terms is given by Dawar, Lindell and Weinstein in
[Daw93, DLW95].
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We introduce complete structural invariants that classify finite relational
structures up to C*- and L*-equivalence, respectively. These invariants are
based on the definable pre-orderings with respect to C*- and L*-types ob-
tained in the analysis of the games in the preceding chapter. The invariants
are PTIME computable and inherit specific definability properties from the
pre-orderings with respect to types. These definability properties and a close
relationship with the fixed-point logics make the invariants extremely useful
in investigations concerning fixed-point logics and complexity issues. This ap-
proach has been initiated and lead to success in the seminal work of Abiteboul
and Vianu. They first introduced a kind of ordered invariants with respect
to their model of relational computation and with this technique derived
important results concerning the relationship between FP and PFP.

e In the introductory Section 3.1 we relate the concept of the proposed
invariants to the abstract notion of complete invariants.

e Section 3.2 provides the definition of our C*-invariants and states their
fundamental definability properties.

e Section 3.3 similarly treats the invariants for L*.

e In Section 3.4 we consider applications of the invariants to the analysis
of fixed-point logics. A main point is the discussion of the Abiteboul-Vianu
Theorem on the relation between FP and PFP. As far as the C*-invariants are
concerned, the corresponding considerations are of a preliminary nature here.
This analysis will be pursued further in Chapter 4 where it becomes possible
to link the C*-invariants directly with fixed-point logic with counting. We
include here a comparison between the C*- and the L*-invariants.

e In Section 3.5 it is indicated that — up to interpretability in powers —
our invariants essentially reduce to the two-dimensional ones, i.e. to those for
C? and L2.
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3.1 Complete Invariants for L* and C*

Recall from Definition 1.58 the notion of a complete invariant for an equiva-
lence relation ~: I is a complete invariant for ~ if I classifies objects exactly
up to ~: x ~ ' if and only if I(z) = I(a’). We apply this notion to the equiv-
alence relations =%, £L = C%  or Lk . These may be regarded as equivalence
relations on fin[7] as well as on the fin[r; r| for » < k. Accordingly we actually
get two notions of complete invariants in each case.

Definition 3.1. Let £ be a logic. A functor I on fin[r] is a complete L-
invariant if

VAVl A =LA = I(A) = I(A).

Similarly, I is a complete invariant for £ on fin[r;r] if for (A, a) and (A, @)
in fin[r;7): (A, @) = (A, @) < [(A,a) =I1(A,@).

A computable complete invariant I is a corresponding mapping from fin[7]
or fin[r; k] to some set S of objects with a standard encoding realized by an
algorithm A: stan[r] — S or A:stan[r; k] — S. Compare Definition 1.61. The
C*- and L*-invariants considered in the following are PTIME computable and
take as their values linearly ordered structures (or structures over standard
domains n). One of the goals of this chapter is the following theorem.

Theorem 3.2. There are PTIME computable complete L-invariants for L =
ck, and L .

oow

The backbones of the invariants are the ordered representations of the
A¥/ =£ derived in the preceding chapter. On fin[7] we shall have

I(2A) = (Ak =L <

where < is the linear ordering of the quotient that is interpreted by the
corresponding pre-ordering with respect to types over A¥. (x) encodes addi-
tional combinatorial information so that exactly the structural information
for L-games over 2 is retrievable from I (2(). This ensures that Iz () com-
prises a complete description of the L-theory of 2 as required of a complete
L-invariant over fin[r].

By definition the réle of the invariants over fin[7] is comparable to that of
Scott sentences — they provide concise abstractions of the complete theories
of structures. While Scott sentences may be regarded as the syntactic cor-
relate of the games, the proposed invariants are structural correlates of the
games. This structural aspect of the invariants has particular advantages in
the further model theoretic applications: these invariants are adapted to sim-
ulate fixed-point processes over the original structures in a natural manner
as we shall see in Section 3.4.
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3.2 The C*-Invariants

We introduce and discuss the C*-invariants on fin[r]. Complete invariants for
C*-equivalence on fin[r; 7] for r < k are easily derived as extensions of those
on fin[7]. The invariants are built upon the ordered quotients (A*/ =0* <),
where < is the ordering induced by the pre-ordering < with respect to C*-
types, compare Theorem 2.28. In order to put the full information about
the C*-game over 2 — or about the complete C*-theory of 20 — into the
invariant, this ordered quotient is expanded with the following:

(i) Atomic components of types:

for each atomic type § € Atp(r; k) the unary predicate Py is introduced
on A%/ =C" For a € AF/ =" put a € Py if atpy (a) =6 for a € a.

(ii) Accessibility:
for each j the binary predicate E;, which encodes accessibility in moves
concerning the j-th component, is transferred to A"/ =C" as follows.
For ay,ay € A¥/ =c* put (a1,a2) € E; if for @ € oy there is some
b e A with a% € as.

(iii) Symmetries:
for each permutation p in the symmetric group Sk acting on {1,...,k}
a binary predicate S, is defined on Ak =C" by:
(Oél,ag) S Sp if p(a) € ap for a € aj.

(iv) Multiplicities:
for each j a weight function v; from Ak =C" to natural numbers is
introduced which sends « to |{b eA | 62 € a} , for @ € a.

It has to be checked that the given definitions are independent of choices of
representatives for the =C"_classes on A*. Recall that Ak =C"= Tpck (A k).
Clearly for the Py, a € Py if a |= 6. For the others choose for each C*-type
a a Ck formula ¢, (7) that isolates a (cf. Lemma 1.33). Consider now
the E;. For any two C*-types o, € Tpck (26 k), either o |= Jz;05(T) or
a = =3x93(T). Accessibility of a position of type £ in the j-th component
is thus determined by the type « of the given position. Similarly for the
multiplicities v;. For each o there must be some natural number m such
that o |= 37204 (T); this m is the value of v;(a). The operation of p € Sy,
preserves C'*-equivalence so that the representation of p as a binary predicate
on the quotient is also sound. Alternatively the operations p may actually
be defined syntactically on C*-types through an operation on the variable
symbols.

Note that the information about atomic types, accessibility and permu-
tations are encoded by relations over A*/ =C" whereas for the multiplicities
we have to resort to external weight functions. The values of the v; over

Ak ) =" are bounded by |A|.
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Definition 3.3. Let for each k and each fized finite relational vocabulary T,
the C*-invariant Io« be the functor which sends a finite T-structure A to the
weighted linearly ordered structure

Ton(@) = (4*/=",<, (R, (B), (8,): (1)),

where 0 ranges over Atp(t;k), j over {1,...,k}, and p over Sy. The inter-
pretations of <, the Py, E;, S, and v; are as defined above.

Obviously Iox is a PTIME computable functor. Formally we regard the
relational part of Iok (),

(4" /=" <. (P). (). (S,).

as a relational structure on the standard universe of size |A*/ =C" | < |AIF
with its natural ordering. The weight functions v; take values in {1, R |A|}
I () as a whole may therefore in some canonical way be encoded as a
relational structure over the standard universe of size |A|, if k-tuples are

used to encode the elements of A¥/ =C"

Remark 3.4. We regard Ior as a PTIME functor that takes standard objects
— namely canonical relational encodings of the weighted ordered structures
Ick () over standard domains of size |A| — as its values. The size of Ick is
taken to be |A|.

The data encoded in Ik () are redundant in several respects. In the
presence of the p € Sj it would in particular suffice to keep only one of the
E; and only one of the v;. For instance v;, = v;,0p where p is the permutation
exchanging j; and jo. We keep this redundancy because the highly symmetric
format is easier to handle in some applications.

It is slightly less obvious that also the S, are PTIME computable (and
hence FP-definable) from the complete set of the E; and v;. To see this
observe that the quotients A* / =, that occur in the inductive generation

of ~, are all naturally interpreted over A/ =C". the equivalence classes

C* is a refinement of the ~. At

of the =; are unions of Eck—classes7 as =
~-level, the classes are just the Py over A*/ =C" The operation of Sj on
Atp(2; k) = A¥/ = is trivially definable in this interpretation. p € Sy sends
Py to P,), where p(0) is obtained by operating with p~! on the variables in
6. Inductively, in each refinement step, the operation of S; on A* / &g is
determined by that on A*/ ;. The refinement is governed by the values of
the functions v (@) = [{b € A / @® € a}| for a € A*/ ~;. And for these we
obviously have

! The value |A|, rather than for instance |A|® or Zj Yo, vila) is a matter of
convention. The size of I« (2) is naturally only determined up to polynomial
transformations. The point is that the size of Ik (2l), with weights taken into
account, is polynomially related to the size of 2, and not to |Ak/zck |
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vi'(@) = v (p(@) for all p € S

Furthermore, even the ordering < is PTIME computable form the remain-
ing data on A/ Eck, since the entire refinement process in the generation
of the <, can also be simulated over (A*/ =" (Py), (Ej); (v5))-

These facts are stated for future reference in the following remark.

Remark 3.5. The ordering < and the interpretations of the S, in Ik ()
are PTIME computable from the reduct of the Iox to vocabulary consisting
only of the E; and the Py together with the weight functions v;.

The relational part of the I+ gets naturally interpreted over the original
structures as a quotient over the k-th power. By definition it is the quotient
of the k-th power of the universe with respect to =C" More precisely, we
get the following. Recall that FP(Qg) is fixed-point logic with the Rescher
quantifier.

Proposition 3.6. The relational part of Ik (L), i.e. the relational structure
(Ak/ Eck, <, (Pg), (Ej), (Sp)) is FP(Qgr)-interpretable as a quotient over
the k-th power of A. Moreover, the weights v; are the cardinalities of atomi-
cally definable predicates in this interpretation.

Sketch of Proof. The intended interpretation is straightforward since I« is
defined as a quotient on the k-th power. FP(Qy)-definability of the relational
part is also obvious. FP(Qg) is needed to define the equivalence relation =C*
for the quotient and for the linear ordering < on this quotient; this is just
FP(Qg)-definability of the pre-ordering < as stated in Theorem 2.28. The

Py, E; and S, are in fact first-order interpretable relative to the interpreted
(Ak / Eck, <). The v; finally are defined in terms of this interpretation over
AF according to vj(a) = |{b € a|E;ab}| for any @ € a. O

It remains to establish the I« as complete invariants for C* on fin[r].

Theorem 3.7. The functor Icx is a complete CE  -invariant on fin[r]. It
classifies finite T-structures exactly up to equivalence in C*:

VAV Ten () = Ton (A) = A ="',

Proof. By Lemma 1.34 2 =C" 9 if and only if 2l and 2 realize exactly the
same C*-types. This is used in the proof.

i) Assume first that 2 =C" g , so that 20 and 2 realize exactly the same
C*-types. The crucial fact for the proof that I« (21) = Ik (') is that these
types get ordered in exactly the same way by < over 2 and 2. This follows
from the global view of < on fin[7; k] as expressed in Lemma 2.29 and Corol-
lary 2.30. It follows that the natural isomorphism between (Ak / =, g) and
(A% ~,<) as ordered structures is the identity function on C*-types. Thus
Ick(A) = Ige(A') follows directly from the definitions, since we have seen
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above that all the extra information encoded in the invariants is determined
by the constituent types.

ii) For the converse implication it suffices to prove that the C*-type corre-
sponding to an element o € Iow(2() can be recovered from the invariant.

Recall that the universe A"/ =C" of I () is the set Tpck (A; k) of Ck-
types realized over 2. The claim is clear at the atomic level because of the
unary predicates Py. Inductively assume that for each formula p(z) € CX
of quantifier rank at most i the subset ¢ := {a € A¥/ Eck| Y E a} has
been determined as a subset of I (). Without loss of generality consider
a formula 37™x,¢(7) with ¢ of quantifier rank at most i for the inductive
step. It follows from the definition of the E; and v; that (32™xz;¢) € « if

and only if
Z vi(d) = m.

(v,@")EE; o' €p

Therefore I () fully determines the set of C*-types realized in 2, and
thus the complete C*-theory of . ad

The proof also shows that classification up to =C* naturally extends from
structures in fin[7] to structures with parameters, in particular to the classi-

fication of fin[7; k] up to =C"_ This is expressed in the following corollary.

Corollary 3.8. The following extension of the Igx to fin[r; k] provides a
complete invariant for C* on fin[r; k]:

@,7) — (lon @), @),

where [a] is that element of Icn () representing tpgk (@). In terms of the
interpretation of the relational part of Ik () over A it is just the equivalence
class of @ as induced by <. The extended invariants share all the above-
mentioned definability and interpretability properties with the standard ones.

Embedding A" into A* and Tp*(A;r) into Tp* (A k) for r < k via
(a1,...,a;) = (a1,...,a1,a1,...,a.), with k — r additional entries of ay
as usual, we similarly obtain complete invariants for C* on fin[r;r] for all
re{l,... k}.

Corollary 3.9. C*-equivalence on fin[r] as well as on fin[r; k| is in PTIME.
For any finite relational T there are PTIME algorithms that decide for A and
A" in fin[r] whether A =C" A" and for (A,a) and (A',@) in fin[r; k] whether
(2A,a) =" (W, a).

These algorithms need merely evaluate the corresponding invariants and
check for equality. C*-equivalence of finite relational structures can also be
shown to be definable in the extension of fixed-point logic by the Hartig
quantifier — when suitably formalized as a query C*-EQ.
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Let to this end 7’ consist of 7 together with two new unary predicate
symbols Uy and Us. Pairs of structures in fin[r] are naturally encoded as 7'-
structures in which the U; separate the universe into two disjoint subsets for
the universes of the individual 7-structures. Correspondingly put

CF-EQ =
{(%,Ul,Ug) € fin[rU{UL, Us)] | B= U, 0,8 | U, =° B rUQ}.

It is obvious that this class is definable in FP(Qy), fixed-point logic with
the Rescher quantifier. FP(Qr) interprets the relational parts of the Iowx of
the individual structures over the pair structure. Whether two interpreted
linearly ordered relational structures are isomorphic is even FP-definable.
For agreement also in the weight functions it suffices to check equalities of
the cardinalities that define their values, and this can be done in a fixed-
point process that uses the Rescher quantifier for the individual cardinality
comparisons.

Now this can be strengthened to definability in the weaker extension of FP
by the Hartig quantifier, for cardinality equality (compare Definition 1.53).
In fact the invariants themselves as ordered structures need not actually be
evaluated. We may instead directly consider the inductive generation of the
stages =2; in the generation of ~ = =C" over positions in 2 and 2.

Checks for cardinality equality suffice for a fixed-point process whose
stages are the =; in restriction to 20 and 21’. Compare Proposition 2.15 where
the refinement step in the inductive definition of the =; is formalized in terms
of cardinality equalities. (Formally one should use the complements of the =;
to make the inductive process increasing.)

A =C" A if the restriction of ~ to AF x A’* induces an isomor-
phism between (A*/ ~,(Py), (E;); (v;)) and (A'*/ ~,(Pp), (E;); (v)). As
these quotients and the candidate isomorphism between them are FP(Qy)-
interpretable, FP(Qy) also suffices to check the isomorphism property: Qy is
here used again for equality checks on the weights. We thus get the following.

Proposition 3.10. C*-equivalence of structures is definable in FP(Qy),
fized-point logic with the Hdrtig quantifier, in the sense that the above class
CF-EQ of encodings of pairs of CF-equivalent structures is definable in

FP(Qx).

3.3 The L*-Invariants

We sketch the introduction of the corresponding complete invariants Iy« for
the L*. These are based on the pre-orderings with respect to L¥-type as char-
acterized in Theorem 2.31 of the preceding chapter. The ordered quotients
(A*/ =L" <) are augmented by exactly the same relational expansions as in
the case of Ior. There are, of course, no numerical weights to be kept here.
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Definition 3.11. For each k and each fized finite relational vocabulary T,
the L*-invariant I, is the following PTIME computable functor which sends
a finite T-structure A to the linearly ordered structure

@) = (4% /=2,<,(R). (B5), (5))),

where 0 ranges over Atp(t; k), j over {1,...,k}, and p over Sk.
< is the linear ordering induced by the pre-ordering with respect to LF-
types (Theorem 2.31), the Py, E; and S, are defined exactly as for Icw:

— Py contains those a € A¥) =L" = Tka(i’l; k), for which o = 6;

— (a1,a9) € Ej if for @ € ay there is some b € A such that E% € ag;

— (a1,a2) € S, if for @ € aq the permuted tuple p(@) is in co.

Formally Ipx () is regarded as a relational structure on the standard universe

of size |Ak/ ELk| with its natural ordering.

As with the Iow above it would suffice to keep one of the E; because the
others are definable from any particular one with the help of the S,. And
again, in the presence of all the Ej;, the S, and the ordering < are PTIME
computable from the remaining data in Ipr (compare Remark 3.5).

In analogy with Proposition 3.6 for the I-x we here obtain the following.

Proposition 3.12. I () is FP-interpretable as a quotient over the k-th
power of 2.

And of course the I« are complete invariants for L*.

Theorem 3.13. The functor I« is a complete invariant for LX_ on fin[r].

It classifies finite T-structures exactly up to equivalence in L*:
VAV T (A) = I (W) = A=L" 2

The proof can be given along exactly the same lines as that for Theo-
rem 3.7 with the obvious simplifications. Extensions of the I;» to complete
invariants on the fin[7; r] for r < k are obtained as in Corollary 3.8.

Corollary 3.14. L*-equivalence over fin[r] as well as over fin[r; k] can be
checked through evaluation of the corresponding invariants and hence is in
PTIME.

We get more, namely FP-definability of LF-equivalence as a query on pair
structures, a result due to Kolaitis and Vardi [KVa92b]. Putting

LFEQ —
{(%7U1,U2) e fin[rO{Uy, Us)] | B=U,0Us, B [ U, =" B [U2}7

we obtain the following corollary.
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Corollary 3.15 (Kolaitis, Vardi). LF-equivalence is FP-definable in the
sense that the class L*-EQ is definable in FP. In particular L*-equivalence
s 1n PTIME.

Sketch of Proof. The invariants I~ are FP-interpretable and isomorphism of
embedded linearly ordered structures is obviously in FP. The claim follows
with closure of FP under generalized interpretations. a

3.4 Some Applications

3.4.1 Fixed-Points and the Invariants

From Lemma 1.29 we know that the fixed-point logics FP and PFP are
sublogics of LY . For any fixed-point process there is some k such that this
fixed-point process and its stages are all L% -definable. But this implies in
particular that this fixed-point process does not distinguish between L% -
equivalent tuples. In other words, the generation of the fixed point on A
can faithfully be represented on the quotient A*/ =L"_ This observation is
the key to important insights into the nature of FP and PFP in relation to
computational complexity that are due to Abiteboul and Vianu. In this first
part we present the technical basis.

Let ©(Zy,...,7;,,T) € LF [1] be free in the indicated variables. Assume
that the arity of the Z; is at most k and that T is a tuple of (at most k)
distinct variables. We want show that there is a first-order formula ¢ that

captures the semantics of ¢ over the quotients A*/ ELk, more precisely over
the Ipx (). To make this precise we introduce some ad-hoc conventions.
Predicates of arity k are naturally representable over A* as unary predicates.
For predicates of arity 1 < r < k we adopt a representation via the passage
from RC A" to R’ := {(al,...,al,al,...,ar) | Ral...ar} C AF.

k—r

Since R is first-order definable from R’ and vice versa, we may in partic-
ular restrict second-order parameters Z; as in ¢ above to arity k rather than
r; < k. The same convention is applied to global relations. In our consider-
ations about L*__-definable queries we may here restrict attention to global
relations of arity k. Boolean queries can be represented by these as well if we
identify 0 with () C A* and 1 with the full predicate A¥. This translation,
too, is sound up to first-order interdefinability.

For A € fin[r], call R C A* L*-admissible if it is a union of =L"-classes
over A¥. Thus by Lemma 1.33, R C A* is L*-admissible if R is L* - (and
hence also L¥ -) definable over 2(. Note that we are here talking about defin-
ability over an individual structure, not about definability of global relations.
Any LF-admissible R C A* is faithfully represented over A*/ =L by a unary
predicate
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Ez{aeAk/sz|aea:>aeR}.

With this translation for admissible interpretations of free second-order
variables we obtain a uniform translation from LF-formulae over fin[7] to
L? -formulae over the I« as follows. Recall that if ¢(Z1,...,Z;,7) is in free
variables Z; and T as indicated we write @[, W1y, ..., W] for the predicate
defined by ¢ in variables T over 2 if the Z; are interpreted by predicates W;
over .

Lemma 3.16. Let o(Zy,..., 2,21, ...,x;) € L [7] with second-order vari-
ables Z; of arity k. Then there is an L2, -formula ©(Z,,...,Z;,x) in the
language of the Ipx and with unary second-order variables Z, that uniformly
captures @ over the Ipx in the following sense. For all A € fin[r] and all
LF-admissible interpretations W; for the Z; over :

80[(9(, Wl,"'aVVl] :E[IL’“(Q[))WM"'&EZ]'

Proof. The proof is a straightforward induction over formulae . Assume
without loss of generality that there is just one second-order variable Z and
that each Z-atom in ¢ is in a tuple of mutually distinct variables (otherwise
pass for instance from Zziz1 ... to Jza(ze = 1 A Zx122...)).

i) Consider atomic ¢. Let ¢ be a Z-atom of the admitted kind. Then ¢ =
Zx 1) - Tp) for some p € Si. The formula (Z,x) = Jy(S,ay A Zy)
is as desired. If ¢ is an atom not involving Z then it is equivalent with a
finite disjunction over atomic 7-types. These translate into a disjunction over
formulae Pyx for the corresponding 6 € Atp(7; k).

ii) Boolean operations carry over trivially.

ii1) It remains to consider existential quantification. Let ¢ = 3x;9 and assume
that 1 (Z,z) is as desired for 1. Let 1/(Z,y) be the result of exchanging z
and y throughout 1. Then the formula ¢(Z,z) = Jy (ijy /\Q(Z, y)) is an
adequate translation of . a

It follows immediately that fixed-point processes over fin[r] translate into
corresponding fixed-point processes over the Iyx.

Lemma 3.17. Let ¢(Z1,...,7Z;,%) € PFP[r]. Then for sufficiently large k
there is a PFP-formula (p(Zl, RNAY Jc) in the language of the Irr and with
unary second-order variables Z; that uniformly captures ¢ over the Ipx. For
all A € fin[r] and all admissible interpretations W; for the Z; over U:

(p[(fZ[,Wl,...,VVl] :f[ILk(m)awla-'wEl]'

The same holds of FP in place of PFP.

Sketch of Proof. The proof is obvious on the basis of the last lemma. Formally
it is by induction on PFP-formulae. The PFP-step is as follows. Assume
¢ = [PFPxz¥|z and disregard for convenience second-order parameters.
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By the inductive hypothesis there is a PFP-formula ¥ (X, z) such that for
appropriate k: ¥[2, X] = ¢ [I1x(A), X] for all L*-admissible X.

It follows inductively that the stages X; in any fixed-point generation
based on v are L¥-admissible predicates: the empty predicate is L*-admissible
and [, X] is L*-admissible for L*-admissible X as it admits a representa-
tion over A/ =L through o [Ix(A), X].

Let the X, be the representations of the X;. It is obvious that the X i
are the stages of a partial fixed-point process over I;x that is induced by
1. It follows that the partial fixed-point of the stages X, over I;. is the
representation of PFPx zt: [PFPx z¢] = [PFPx ,]. 0

The C*-invariants behave much like the L*-invariants. All the information
expressed in the L*-invariant about A%/ =L"is expressed by the C*-invariant
about the finer representation A¥/ =C". It is immediate therefore that the
statement of the last lemma carries over to I« in place of Ip». We state
it without (C*-admissible) second-order parameters, merely for notational
convenience.

Corollary 3.18. Let ¢ € PFP[r], respectively FP[r]. Then for sufficiently
large k there is a PFP-formula, respectively FP-formula o(x) in the language

of the Ioi that uniformly captures ¢ over the Iok in the sense that for all
A € fin[7]: p[A] = p[Lox (A)].

Icr contains numerical information encoded in the weight functions v;.
In an extension of the statement of the last corollary we thus get that for
instance the Hartig quantifier can also be captured. This will become useful
later. Recall that the Héartig quantifier QQy expresses cardinality equality of
two definable unary predicates, cf. Definition 1.53.

Lemma 3.19. Let ¢ € PFP(Quy)[7]. Then for sufficiently large k there is a
PFP-formula o(x) in the language of the Iox that captures @ over the Iok in
the sense that for all A € fin[r]: p[A] = p[Icr(A)] .2

The same holds of FP(Qx) and FP in place of PFP(Qy) and PFP.

Sketch of Proof. Above the proofs of Lemma 3.16 and 3.17 we only need to
show that an application of the Héartig quantifier carries over to the repre-
sentation on Iok. Let ¢ = Qu((x;;91); (z;7512)). Semantically this formula
says that |{z;|11}| = [{2;|t2}|- Assume that there are PFP-formulae 1;(x)
satisfying the claim of the lemma for appropriate k. Then

{10} = ey ()

is a number whose value is PTIME computable from the unary predicate 1
over the ordered domain of Io». Hence this value is fixed-point definable over
Ik, and so is equality of two such values. ad

2 Compare Definition 3.3 and Remark 3.4. It is essential that we consider the
relational encoding of the full invariants, the weights v; inclusive.
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3.4.2 The Abiteboul-Vianu Theorem

For the L* we can already demonstrate the power of the invariants in the
analysis of FP and PFP in relation to computational complexity. This leads
to a theorem of Abiteboul and Vianu which is one of the major results in the
field.

Definition 3.20. Let PTIME (ILk), respectively PSPACE(ILk), stand for the
class of all queries that are PTIME, respectively PSPACE computable in terms
of the Ipr. More precisely for instance for PTIME(ILk)f

(i) a boolean query @ on fin[r] is in PTIME(ILk) if membership of A in Q
is a PTIME property of Ip.(2L).

(i1) an r-ary query R on fin[r] for r < k is in PTIME(Ip) if membership
of @ in R* is a PTIME property of I «(A,@). Here I x stands for the
extension to an invariant on fin[r;r].

Equivalently, a query is in PTIME(ILk) or PSPACE(ILk) if it is L% -
definable (and therefore its values R* will in particular be L*-admissible over
20) and if the natural representations R* of R% over A*/ =L* are PTIME or
PsSPACE computable over the Iy x(21).

Note that these classes are recursively presentable. The PTIME or PSPACE
algorithms featuring in the definition are not subject to any semantic con-
straints: unlike the original input structures 2, the I;x(2l) are objects with
standard encodings.

PTIME(I Lk) and PSPACE(I Lk) are natural classes under the following
view. Consider the case of boolean queries @ C fin[r]. We identify @ with its
characteristic functor x:fin[r] — {0,1} which is subject to the condition of
invariance under isomorphism. @ is L. _-definable if and only if y is in fact
=L"_invariant. This is equivalent with the existence of a presentation of y as
x = x* o I;r for a boolean valued mapping x*. Note that x* is defined on a
set of objects with standard encodings and is not subject to any additional
constraints. The same considerations apply to k-ary queries, which we may
identify with isomorphism invariant boolean functors on fin[r; k]. PTIME (I Lk)
and PSPACE (I Lk) consist exactly of those queries which are presentable by
X = X* o Irx with PTIME or PSPACE computable functions x*.

It follows from the Theorems of Immerman and Vardi (Theorem 1.24)
and of Abiteboul, Vardi and Vianu (Theorem 1.25) that these classes are
semantically equivalent with logical systems based on FP and PFP:

PrivME(Ifx) = FP(Ipx),
PSPACE(I x) = PFP(Ip).
The logics on the right-hand side consist of those formulae that are ob-

tained as FP- or PFP-formulae applied to the FP-definable interpretations
of Irx as a quotient over the k-th power. Using the fact that I;x itself is
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FP-interpretable and the closure properties of FP and PFP with respect to
interpretations, Lemma 1.49, FP(ILk) and PFP (ILk) are seen to be frag-
ments of FP and PFP, respectively. They could obviously be characterized
in purely syntactic terms if one so wishes.

Lemma 3.21. The following semantic equivalences hold on the class of all
finite relational structures:

FP = (U, FP(I.) = U,PTmvE(IL:),
PFP = J,PFP(Ip+) Uy, PSPACE(I ).

Proof. The inclusions FP (ILk) C FP and PFP (ILk) C PFP follow from the
closure of FP and PFP under definable interpretations, Lemma 1.49. For FP-
interpretability of I (21) over 2 see Proposition 3.12. The converse inclusions
FP C U, FP(Irx) and PFP C |J, PFP(Ipx) follow from Lemma 3.17. O

As a corollary to these equivalences we finally obtain the following.

Theorem 3.22 (Abiteboul, Vianu). FP = PFP on the class of all finite
relational structures if and only if PTIME = PSPACE.

Proof. FP = PFP = PTIME = PSPACE follows by considering the class of
ordered structures and applying the theorems of Immerman, Vardi and of
Abiteboul, Vardi, Vianu that equate FP with PTIME and PFP with PSPACE
over these.

The real content of the theorem is the converse: if PTIME = PSPACE
then FP = PFP over the class of all finite relational structures. Lemma 3.21
yields the necessary reduction of the general case to the ordered case. If
PTIME = PSPACE then FP = |J, PTIME(ILx) = |, PsPACE(I,+) = PFP.

O

3.4.3 Comparison of Ic. and Iy

There is an obvious formal difference between the L*- and the C*-invariants.
I;x(20) is interpretable as a purely relational structure over the given struc-
tures 2. For I« (2() this applies only to the relational part to which weight
functions have to be added to obtain an invariant that characterizes up to
=C"_ A complete relational representation of I« (1) has size |A|, the same as
2 itself. Setting aside our particular encoding convention, its size is at least
polynomially related to the size of the original structure. The size of Iy« ()
on the other hand is | A%/ =L" |. Below, an example is reviewed of a theory

in L3, which forces the size of I« (2) to be logarithmically small in terms
of |A] in all its finite models. We have seen in the case of L  in the last

oow
sections that the size of the invariants is directly related to the expressive

power of FP. Lemma 3.21 implies that FP-evaluations over 2 close within
polynomially many steps — not in the size of 2 but in the size of I (2l)
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for some sufficiently large k. A similar dependence of fixed-point logic with
counting on the size of the I+ will be derived in the next chapter. That this
distinction is a logical phenomenon (and not just an artifact of the partic-
ular formalizations of the invariants) follows even in the very trivial case of
pure sets, i.e. for 7 = (). Note that in this case the size of I« is bounded
by a constant, namely the number of equality types in k variables. Corre-
spondingly, FP and all of L% , collapse to first-order logic over pure sets,
see Corollary 1.32. The C*  on the other hand define arbitrarily complex
classes of pure sets, and any reasonable formalization of fized-point logic with
counting has to render definable all PTIME arithmetical properties of the size
of pure sets.

We review Example 1.16 concerning L3, _-definability of the class of full
binary trees. It serves to show that even three variables suffice to force a loga-
rithmic collapse in the size of I;x. The example is presented and discussed in
this context by Dawar, Lindell and Weinstein in [DLW95]. The formalization
in just three variables indicated in Example 1.16 is interesting because we
shall see in the last chapter that no L2 _-theory can force a similar collapse:
k = 3 in fact delineates the border-line for this phenomenon.

Example 3.23. By Example 1.16 there is a sentence ¢ in L3 [F] defining
the class of full finite binary trees. Obviously the size of full binary trees is
exponential in their height. The number of L*_ _-types, however, is bounded
by a polynomial in the height, since even the number of isomorphism types
of k-tuples is bounded by a polynomial. The isomorphism type of a k-tuple
(v1,...,v,) within a given full binary tree is completely characterized by
the heights of the vertices v;;, 1 < 7 < j < k, where v;; is that vertex
in which the paths from v; and v; to the root meet. It follows that the
number of L* -types in models 2 = ¢ and therefore the sizes of all I (2A)
are polylogarithmic in the size of these models. For suitable polynomials py:

T (20)] = | Tp"" (2 k)| < pr (log(|Al)) for all 2 = .

Dawar, Lindell and Weinstein also employ tree structures with this log-
arithmic collapse in a padding argument to prove the second main result of
Abiteboul and Vianu about the relationship between FP and PFP stated
below. For the proof we refer to [DLW95]. The statement of this result is im-
portant here because we shall find the opposite for the counting extensions
— the reason for this fundamental difference is that the I;» may collapse the
size of structures while the I-x do not.

Let PFP|,.,, stand for the subclass of PFP which admits PFP-applications
only where the limit is reached in a polynomially bounded number of steps. In
particular FP C PFP]|,.,,. Intuitively FP captures PTIME relational recursion,
PFP captures PSPACE relational recursion. It would be tempting therefore
to conjecture that PFP|,,, = FP.

Theorem 3.24 (Abiteboul, Vianu).
If PFP|,.;, € FP then PTIME = PSPACE.
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Note that the converse implication holds as a consequence of the first
theorem of Abiteboul-Vianu, Theorem 3.22.

3.5 A Partial Reduction to Two Variables

The invariants I+ and I;x have as their backbones pre-orderings defined
as the stable colourings of certain graphs interpretable over the k-th power
of the given structures. In the standard setting these pre-orderings them-
selves can be defined in C2,, and L%, respectively, as shown in Section 2.2.
Pursuing this connection further one can show that I+ and I~ are in fact
FP-interpretable over the two-variable invariants of the game k-graphs of the
underlying structures. These results later play a role in potential reductions
for canonization problems.

Recall from Definition 2.26 that the game k-graph 24" associated with
2 € fin[r] is the structure with universe A* and with binary predicates E;
for the accessibility relations in each component and unary predicates Py for
the identification of atomic types 8 € Atp(7;k). The vocabulary of A® is
denoted 7™ . For the technical notion of interpretability of functors compare
the remarks made in connection with Example 1.47.

Proposition 3.25. I« () is uniformly FP-interpretable in Ip2(A™).
Ik () is uniformly FP-interpretable in Io2 (AX).

The mere functional dependencies expressed in these interpretability
statements imply in particular that

AW =" Y = Y= 9,
A® =L Y®» = A=t

The claim of the proposition goes beyond these implications, since it requires
FP-interpretability or PTIME computability of one invariant in terms of the
other.

Sketch of Proof. The proof is somewhat technical though not difficult. We
indicate the proof for the interpretability of Iow () in g2 (A*). Since we
are dealing with ordered structures it suffices to show that Iox(2() is PTIME
computable from oz (A*®), compare Example 1.47.

Consider the generation of the <; with limit <, where < is the quotient
interpretation over A* of the ordering (A*/ =C" <) underlying Iox (). For
each i let (A*/ ~;, <;) be the ordered quotient induced by <.

We first show inductively how (A¥/ ~;, <;) is interpretable in the re-
lational part of Icz(2A™). For this interpretation we use those elements of
Iz (A™) that represent types of singletons over 2(® | i.e. that have z1 =4
in their atomic 7*-type. We denote this subset of the universe of Iz (A®*))

by A and identify it with Tpc2 (2A®:1). Recall that singletons over A™* are
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k-tuples over . The desired interpretation is such that the ~;-class of @ € A*
is represented by the set of all tpgfk) (5) for b ~; @. It can be described by
the mapping
o a={w§, 0 [Tea),

where P(A) stands for the power set of A.

(AF) ~q,<0) = (Atp(2; k), <o) is quantifier free interpretable over A
since each atomic type 6 € Atp(2; k) corresponds to those elements of A
whose atomic 7% -type contains Pyxq:

0={8eTp” @A®;1) | B Ppa:}.

Now for the inductive step from (A4*/ ~;, <;) to (4%/ ~;1 1, <i41). Recall
that <41 is determined in terms of the numbers

vi(a) = ’{beA[a% Ea}‘

for @ € A* and a € A*/ =;. By the inductive hypothesis any such « is
interpreted by a subset a of A in Ig2(A™). Obviously v§*(a) is represented
over A* as B o

v (a) = ‘{b € AF | Bjababe a}’

This shows that these numbers can only depend on tpS,, (@) and therefore

are directly computable on Io2 (%) from tpg?k) (6) and . Thus the desired
interpretation of (A¥/ ~; 1, <i11) over Ig2(A*) is PTIME computable from
that of (A*/ ~;, <;).

This refinement process terminates after polynomially many many steps
and its limit is the interpretation of the ordered quotient (A*/ =C* <) needed
for Ik (). The other data in Iox () are easily definable and computable in
terms of this interpretation as follows.

The Py are trivially represented by atomic formulae over 2A*).

The E; are also atomically represented in A® and can be transferred
to the interpreted Iox () as follows: o and o' are Ej-related in Iow () if
they are realized by some @ and @ that are Ej-related in A*. Therefore
(a, ) € Ej in Iox () if there is some

RS Tpc2 (A®;2) such that 8 = Ejz122, Bl € @ and Blzs € .

Here f|z; denotes the restriction of the 2-type /3 to the i-th component, which
is an element of A = Tpc2 (RA®:1).

The weights v; of I () reduce to numerical data that are available on
Io2(A™) in the manner exhibited for the v (@) above.

The S, are PTIME computable from the remaining data anyway according
to Remark 3.5. ad
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Sources, attributions and remarks. As pointed out above the impor-
tant concept of an ordered invariant is due to Abiteboul and Vianu [AV91].
Their invariants were abstracted from a model of relational computation and
employed in an analysis FP, PFP|,,,, and PFP over arbitrary relational struc-
tures in terms of complexities of computations over ordered structures. The
major results are the theorems of Abiteboul and Vianu, Theorems 3.22 and
3.24 above. The systematic formalization of this approach in terms of the L_
is due to Dawar [Daw93] and Dawar, Lindell and Weinstein [DLW95]. The
extension and logical formulation for the C%  is presented in [GO93, Ott96a).
The corresponding applications to fixed-point logics with counting will form
a main topic of the following chapter.
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4. Fixed-Point Logic with Counting

This chapter is devoted to the introduction and analysis of the natural ex-
tensions of the fixed-point logics FP and PFP that have expressive means for
cardinality properties.

e The actual formalization of fixed-point logics with counting, FP+C and
PFP+C, in a two-sorted framework is given in Section 4.1.

e In Section 4.2 the relation of FP+C and PFP+C with the C*  and with
the C*-invariants is investigated. In particular we obtain the analogue of the
first theorem of Abiteboul and Vianu (Theorem 3.22 above) in the presence
of counting. In contrast with the second theorem of Abiteboul and Vianu
(Theorem 3.24) we here find that FP+C s the polynomial restriction of

PFP+C.

e Section 4.3 deals with the separation result FP+C ¢ PTIME, which is due
to Cai, Furer and Immerman, in a framework that lends itself to relativiza-
tion. In restriction to classes with certain closure properties FP+C can only
capture PTIME if some I-r provides a complete invariant up to isomorphism

(equivalently, if some C¥_ coincides with L..,) over this class.

e Section 4.4 summarizes some results on equivalent characterizations of the
expressive levels of FP+C and PFP+C.

As pointed out in the introduction, first-order logic at first sight suffers
from two independent shortcomings over finite structures: it completely lacks
mechanisms to model recursion — the fixed-point operations provided in FP
and PFP answer this requirement; and it also lacks expressive means to as-
sess cardinalities of definable sets. The latter defect is obviously overcome
automatically together with the former over ordered structures. By the theo-
rems of Immerman, Vardi and Abiteboul, Vardi, Vianu, FP and PFP capture
PTIME and PSPACE over ordered structures. In particular all PTIME, respec-
tively PSPACE, properties of cardinalities are expressible in FP, respectively
PFP, over ordered structures. Not so in the case of not necessarily ordered
structures: in fact the most obvious examples that FP and PFP do not corre-
spond to standard complexity classes in the general case all involve counting.

Over pure sets for instance FP, PFP and even L% , collapse to first-order
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logic and cannot express low complexity cardinality properties like “there is
an even number of elements”. For some time therefore it had been conjec-
tured, mainly by Immerman, that FP enriched with counting might capture
PTIME in the general case. This expectation was later disproved by Cai, Fiirer
and Immerman, who showed that not even C% , comprises all of PTIME.
There remains good motivation to study the extensions of FP and PFP by
expressive means for counting, however.

(a) FP and PFP are successful extensions of first-order logic and capture an
interesting notion of relational recursion on finite structures even in the
absence of order. Without order, however, they do not add to the power of
first-order with respect to cardinality properties. Many natural structural
properties involve counting in addition to relational recursion.

(b) It is reasonable to treat the two obvious defects of first-order logic on
an equal footing and to investigate natural levels of expressiveness that
address both defects.

(c) As indicated in the previous chapter, the relationship between FP and
PFP on the one hand and LY on the other leads to valuable insights into
the nature of relational recursion on finite structures. FP and PFP are, in
some intuitive sense, PTIME and PSPACE in the world of L%, ,. C¥ , is a
natural richer and still well-behaved fragment of Lo,. In particular C%
shares with L% , the benefit of elegant game characterizations and the
existence of PTIME computable invariants. It is natural therefore to expect
appropriate counting extensions of FP and PFP to represent PTIME and
PSPACE in the world of C<,,.

(d) It turns out that fixed-point logics with counting represent robust levels
of expressive power in the sense that the semantic strength proves to be
independent of several choices in the actual formalization. More impor-
tantly they offer a number of interesting equivalent characterizations.

(e) Finally we shall see that some properties of the counting extensions re-
semble those found for FP and PFP themselves only in the ordered case.
Roughly speaking, with counting one is closer to the ordered case.

4.1 Definition of FP+C and PFP+C

The natural modelling for the counting extensions uses two-sorted structures.
The given relational structure forms the first sort, an ordered numerical do-
main the second. In this way counting terms that take values in the numerical
domain can naturally be introduced. The two-sorted structures can of course
in the standard way be encoded in a one-sorted framework with extra unary
predicates to denote the different universes. We shall at some points appeal
to this possibility. For the basic formalizations, however, the two-sorted pic-
ture is easier to handle and intuitively neater. Let 7 be finite and relational
as usual.
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Definition 4.1. Let * be the functor that takes 2 € fin[7] to the two-sorted
structure A* which is the disjoint union of A itself for the first sort and the
canonical ordered structure of size |A| + 1 for the second sort.

A =AU (n+1,<") where n = |Al.

Recall that we identify n+ 1 with {0,...,n}. Let fin[r]" := {2A*

A e ﬁn[T]}.

We apply the following formalism to the two-sorted structures in fin[7]".
Variable symbols x, y, z, . .. range over the elements of the first sort, variables
v, i, ... range over the second sort. Of a second-order variable X we say that
it is of type (r1,r2) if it ranges over subsets of (first sort)™ x (second sort)".
All second-order variables come with a definite typing in this sense.

We consider first-order logic and its extensions by FP- and PFP-operators
over fin[r]". The first-order constructors comprise

— the formation of atomic expressions, which have to respect the type of
second-order variables in the obvious way,

— boolean connectives and

— quantifications with respect to first-order variables of each type.

For the fixed-point operators we admit the most general kind of fixed-point
generations in the two-sorted framework by allowing fixed-point variables X
of arbitrary mixed types. Otherwise no changes are necessary to accommo-
date fixed-point operations over the 2A*. Compare Section 1.3.3 and Defini-
tions 1.22 and 1.23. Let for instance p(X,Z,7) be in the indicated free vari-
ables, where X is of type (r1,72) and T and 7 are tuples of 71, respectively
ro, distinct variables for elements of the first, respectively second, sort.

Over each 2* € fin[7]" the formula ¢ induces the following mapping F, g*
(P denotes the power set).

F2p(ar s {0, 1A)}) — P(am x o, |4]}")
P {(a,m)‘m*):g:[P,a,m]}.

The semantics of formulae [PFPX’W()O(X, T, P)} Tvand [FPX,E@(X, T, ?)] TU
is defined in terms of the partial, respectively inductive or inflationary, fixed
points of Fy, just as in the one-sorted case.

Definition 4.2. Let L}, be two-sorted first-order logic for *-structures. Sim-
tlarly LYY is that fragment of infinitary logic for two-sorted *-structures that
consists of formulae using only finitely many first-order variables (of either
sort). FP* and PFP* stand for the two-sorted variants of fixed-point and

partial fized-point logic for these two-sorted structures.

Note that these logics admit formulae with free first-order variables of
both sorts, or, where applicable, also free second-order variables of mixed
type. We ultimately only consider formulae that are free over first-order vari-
ables of the first sort and define global relations over the original relational
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structures. This might be regarded as the standard part of the semantics for
these logics. All considerations about the expressive power of these logics con-
cern these standard parts. A statement like C , O FP*, for instance, means
that any global relation over fin[7] that is FP*-definable as a global relation
over the first sort is C% -definable. Formulae with other free variables are
important, however, for the inductive generation of formulae and accordingly
play some role in particular in syntactic arguments by induction.

A technical comment is in order with respect to the standard one-sorted
modelling of two-sorted structures. In the sequel we shall want to apply results
that formally deal with one-sorted structures also in the present two-sorted
formalization. Rather than reproving them in a tedious adaptation of the
standard arguments one may directly apply them on the basis of the following
remark.

Remark 4.3. For L = Ly, LY ,, FP, PFP and with L* = L% ,, L%, FP*,

PFP* according to Definition 4.2: the expressive power of L on the standard
one-sorted encodings of structures in fin[r]* is the same as that of L*.

Sketch of Proof. The argument is via mutual simulations between the one-
sorted and the two-sorted frameworks.

i) First-order constructors. Consider first the simulation of the two-sorted
framework in the one-sorted encodings, where the i-th sort is described by a
unary predicate U;. The distinction between first-order variables of different
sorts is faithfully simulated through relativizations to the respective sub-
domains. Conversely, a formula ¢(x1,...,z,) of the one-sorted framework,
whose first-order variables range over the combined domain U; UU,, trans-
lates into a tuple of 2" formulae s, s C {1,...,r}, of the two-sorted frame-
work — one for each possible typing. For instance if s = {1,2}, then ¢, =
ws(1, 22,3, ..., 1,) takes care of the case that just 21 and xo get interpreted
over U;. The inductive definition of the ¢, is straightforward. For instance,
if (21,...,2,—1) = Ipp(21,. .., 2,), then Py 9y = Iz, 012,51 V IVr0(1,2}
ii) Second-order variables and fixed-point processes. A second-order variable
X that is of type (r1,72) over the two-sorted structures is simulated over
their one-sorted encodings by a second-order variable of arity r; 4+ ro which
can easily be relativized to interpretations of the correct type. Fixed-point
processes carry over directly. In the other direction consider an r-ary second-
order variable X over the one-sorted encodings. Since its interpretations do
not come with a fixed typing, it has to be modelled in general by a tuple
of 2" second-order variables (X;)sc(1,...r}, one for each possible typing. We
think of the original X as the union of the X, where, for instance, Xy, 5)
is the collection of tuples in X whose first two components come from Uj.
Obviously X and the X, are first-order interdefinable (over the one-sorted
encodings). A fixed-point process involving X naturally translates into a si-
multaneous fixed-point process for a system of formulae. In this system there
is one formula @, ((Xt)tg{l,...,r}) in first-order variables typed according to s,
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for each s. The resulting fixed points of systems can be recast into ordinary
fixed points using standard techniques as discussed in Example 1.27. a

This observation also implies that the usual semantic inclusions carry over
to the two-sorted framework.

Remark 4.4. L}, C FP* C PFP* C L¥*.

The functor *:fin[r] — fin[r]" is isomorphism preserving: 20* ~ A"* if
and only if 20 ~ 2. Similarly it preserves the substructure relation. It does
not, however, preserve definability of substructures even at the atomic level.
As a consequence, FP* and PFP* do not have the relativization property.
For a simple example consider evenness. Evenness of the universe is obvi-
ously definable in FP*: |A| is even if the ordered second sort of 20* has an
odd number of elements, and FP*-recursion over the second sort suffices for
checking this. Evenness of a unary predicate U € 7, however, is not in FP*.
The straightforward adaptation of the standard game argument shows that
evenness of U C A is not even definable in L% ¥ . In a sense, only the cardinal-
ity of the universe has yet been made available in the ordered numerical sort.
To introduce counting and to remedy the defects just pointed out, it suffices
to render the cardinalities of definable subsets over the first sort definable
over the second sort. We present below two equivalent ways of doing so. The
first approach introduces counting terms in a straightforward way. The other
one — more elegant maybe from a model theoretic view — uses the extension
by the Hartig quantifier.

Counting terms. Counting terms link the two sorts so that the second,
numerical sort can be used for talking about the size of definable subsets.
It suffices to consider unary subsets of the first sort, for reasons discussed
below.

Definition 4.5. With each formula ¢ and any variable x of the first sort
associate a counting term:

t:= #190(50)

of the second sort. Put free(t) = free(p) \ {a}. If (A*,I") interprets all free
variables of ¢ apart from x, then the interpretation of t in (A*,I") is that
element of the second sort that describes the size of the predicate [2A*, )
defined by p:

T = ’{a cA| @) E go[a]}‘.

To obtain fixed-point logic with counting, we simultaneously close first-
order logic LY, for the two-sorted structures under the FP*-constructor, the
formation of counting terms and substitution of these for variables of the
second sort. The formal definition of the syntax would be via a combined
inductive generation of formulae and terms.
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Definition 4.6. Let FP+C be the smallest extension of FP* that is closed
under formation and substitution of counting terms and the FP*-constructor.
PFP+C is the corresponding closure with respect to PFP*.

Clearly FP4+C C PTiIME and PFP+C C PSPACE.

Using the Hirtig quantifier instead. The Hartig quantifier, cf. Defini-
tion 1.53, expresses cardinality equality. Its semantics extends naturally to
two-sorted structures. Over the 2* it may be used to define counting-terms:

v =#,p(x) is equivalent with
Qu ((Jr;eﬁ); (u;w)) for Y(p,v) = p<v.

Denote by FP(Qy)* and PFP(Qx)* the logics that result from adjoining the
Hartig quantifier in the two-sorted framework. It turns out that these provide
equivalent characterizations for FP+C and PFP+C, respectively.

Lemma 4.7. PFP+C = PFP(Qy)* and FP+C = FP(Qy)*.

Proof. We point out that the statement of Remark 4.3 extends to the exten-
sions of FP and PFP by the Hartig quantifier. Adjoining the Hartig quantifier
over the one-sorted encodings of two-sorted structures, we formally gain car-
dinality equalities for mixed-sorted unary predicates. These however are dis-
solved into equalities for the sums of cardinalities for two unary pure-sorted
predicates each. Sums over the second sort, however, are definable in FP over
the ordered second sort since they are PTIME computable.

For the proof of the lemma note that the inclusions “C” follow directly
from the definability of counting terms through the Hartig quantifier. Con-
sider then the converse inclusion for FP. An application of the Hartig quan-
tifier may involve two predicates over the first-sort — this case translates
into an equality for the corresponding counting terms directly. It may also
involve at least one predicate over the second sort — but over ordered do-
mains, values of counting terms of type #,¢ are even FP-definable since they
are PTIME computable. a

FP+C and PFP+C turn out to be very robust with respect to the for-
mal details concerning the introduction of counting terms. For example, it
is natural to allow counting not only for unary predicates but also in higher
arities and over mixed sorts. We have just seen that unary counting over the
second sort is for free. The reason for this robustness is that in FP+C we
already have the full power of PTIME operations over the second sort. This
is at the root of the following model theoretic statement of robustness. It
should be noted that a corresponding counting extension of first-order logic
does not at all share these properties, see Example 4.13 below. For the no-
tion of generalized interpretations and closure with respect to these compare
Definitions 1.44 and 1.48 in Section 1.5.
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Proposition 4.8. FP+C and PFP+C are closed with respect to generalized
interpretations.

Proof. Consider for instance FP4+C. The statement to be proved is the fol-
lowing. Let i be some FP+4C-definable generalized (o, 7)-interpretation, func-
torially i: fin[r] — fin[o]. Let R be some FP+C-definable global relation over
fin[o]. Then the global relation i(R) over fin[r] whose value over 2 is the
interpretation over 2 of R*™® has to be FP+C-definable as well. Since we
know that FP and PFP have the required closure properties, it suffices to
prove the following.

Each definable interpretation of o-structures over fin[r] induces a de-
finable interpretation of the corresponding two-sorted structures in

(x) fin[o]" over fin[r]". This interpretation is such that counting terms for
the interpreted fin[o]"-structures are FP+C-definable over the parent
structures in fin[r]".

Sufficiently large numerical domains are interpretable in powers of the given
numerical domain. The set of s-tuples over n+ 1 together with the first-order
definable lexicographic ordering provides an interpretation of ((n + 1), <)
over (n+ 1,<) as always (n + 1)® > n® 4+ 1. This numerical domain is suf-
ficiently large to provide the second sort for interpretations over the s-th
power. The numerical value represented by an s-tuple 7 in (n + 1)° is the
number of lexicographic predecessors of m: |{m/|m’ <. m}|. Having these
numerical domains, (x) reduces to the following lemma: FP+C suffices to
simulate counting terms over interpretations in powers and quotients. a

Lemma 4.9. The analogues of counting terms for counting in higher arity
and for counting modulo definable congruences (counting equivalence classes)
are definable over fin[r]" in FP+C.

Proof. The claim for higher arity counting means that for ¢(z1,...,2,) in
FP+C (where other variables are suppressed without loss of generality) there
is a formula ¥ (v4, ..., vs) in FP4+C such that

W Eym = || = [{m'm <..m}|

Consider for instance the binary case, a formula ¢(x,y). For each m,
the number of x such that there are exactly m many y satisfying ¢ with
that = is t(u) = #.(#y¢(x,y) = p), where p is the second-sort variable
for m. But obviously the desired lexicographic representation of the number
I = |{(z,y)|¢}| is PTIME computable in terms of the function m ~— t(m)

through
l= Z mt(m).

The graph of the function m +— t(m) is FP4C-definable over the second sort
so that FP+C-definability of [ follows immediately.
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Counting with respect to a definable congruence, or the lexicographic
representation of the number | = |@[A*]/¥[A*]|, is treated analogously.
Without loss of generality let now ¢ = p(x) be unary, ¥ = ¢(x,y) bi-
nary. Here ! is PTIME computable from the function m +— ¢(m) where

t(n) = #a (@) A #y(0(y) A(2,y)) = p), such that t(m) is the number
of elements whose v-class in ¢ has exactly m elements and

l= melt(m).

a

Example 4.10. All (even quotient) cardinality Lindstrém quantifiers (see
Definitions 1.52 and 1.54) that are based on PTIME computable numerical
predicates are expressible in FP+C. This is an obvious consequence of the
above fact that FP+C has definable counting terms for counting in arbi-
trary arities and with respect to definable congruences together with the
Immerman-Vardi theorem applied to fixed-point definability over the second
sort.

Example 4.11. Since in particular the Rescher quantifier (Definition 1.53)
is definable in FP+4C we obtain from Lemma 2.22 that the stable colouring of
graphs is FP+C-definable. It similarly follows from Proposition 3.6 that the
relational parts of the the C*-invariants are FP+C-interpretable as quotients
over the k-th power. This is further explored in the next section.

Example 4.12. =C" is in FP+C, just as =L" is in FP according to Corol-
lary 3.15. This is easier to see than the stronger claim made in Proposi-
tion 3.10 about definability in FP(Qy), since one may here argue directly
with interpretability of the relational parts of the I+ together with avail-
ability of counting terms to check equality for the weights.

Aside on first-order logic with unary counting. As pointed out above,
first-order logic is far more sensitive to slight changes in the definition of a
“counting extension” than FP and PFP are. This is not surprising since the
robustness of FP+C and PFP+C is due to their recursive power over the
second sort. Let for the considerations of the following example first-order
logic with unary counting be defined as the closure of L}, , with respect to the
formation and substitution of counting terms in the sense of Definition 4.5.

Example 4.13. First-order logic with unary counting does not capture bi-
nary counting. Consider 7 = {U;,Us,Us} consisting of three unary predi-
cates. Let @@ be the class of those T-structures whose universe is partitioned
into three disjoint sets by the U;. Let always m; stand for the cardinality of U;,
and n = my +mg + mg for the overall size of 2 € Q. The tuple (mq, ma, ms3)
characterizes 2l up to isomorphism, of course. Let Qg C @ be the subclass
defined by the condition ms = m?2. Clearly Qg is definable in first-order
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logic with counting terms for binary predicates: one need merely equate the
cardinalities of the first-order definable predicates {(x,y)|x =y A Us2} and
{(z,y)|U1z A Ury}.

We claim that @)y is not definable in L7, with unary counting terms. Call
this logic £ for the purposes of this proof. The proof involves a reduction of
definability in £ to ordinary first-order definability over the second, arith-
metical sort of the A* expanded with just a fixed finite number of constants
for some particular values of counting terms. Standard Ehrenfeucht-Fraissé
arguments for linear orderings then apply to show that Qg cannot be sepa-
rated from @ \ Qo by these first-order means.

A trivial automorphism argument will be used repeatedly. If @ and @’ are
such that atpgy (E) = atpgy (6’) then there is an automorphism of 2A* which
maps a to @ and fixes the second sort of 2* pointwise. It follows that

(i) for ¢(Z,7) € L and fixed interpretation 7 for 7 over 2*, the predicate
ol*,m] = {a|A* = pla,m]} is a union of sets 0[] for § € Atp(A; k),
(k the arity of 7).

(ii) for 6 € Atp(2(; k) and © C Atp(2A; k) the counting values

t(0,0)* = |{b € A | atp(a) € 6}]

for @ € 0[] only depend on 2, § and © (and not on @ € 9[A]).

(iii) for 0, © as above and for all 2 € Q with sufficiently large m; = |
t(6,0) is of the form ), m; +d, where s C {1,2,3} and 0 < d
s and d depending only on # and 6.

U,
<k,
Consider the second sort of 2*, for 2 € @, as equipped with parameters ¢ for
the values of all #(,©)* (for fixed k, as appropriate).

Claim. For each ¢(Z,7) € L and § € Atp(2; k) there is a <-formula ¢ (7, )
in first-order logic (for the the second sort) such that for all 2 € @) with
sufficiently large m; and for all interpretations m for the v:

ORI C o™, m] & A" =g [m, i)

This claim is justified inductively. The atomic cases and boolean connec-
tives are trivially dealt with.

If ¢ = 3z;9(7,7), then ¥, is the disjunction over all ¥, with 0 e
Atp(7; k) such that " and 6 agree on {z1,..., 2%} \ {z;}. For ¢ = I(z, V)
one can simply take ¢, = 3y, .

Finally let ¢ = #,,¢(%,7) = v. Then 0[] C @[2A*, 2, m] if t(§,0)* =m
for © = {0’ € Atp(7; k) ’ ¢'[2A] C [A*,m]}. But by the inductive hypothesis
o={0|A ¥, [m,7]}. The equation t(6,0) = m can be put into the
desired form through a distinction of cases: (0, ©) = v is equivalent with the
disjunction of the following formulae, over all subsets ©" C Atp(r; k):

N ¢, 7m0 AN v, P Ae,0)=v.

6’co’ 0'go’
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This proves the claim.

For sentences ¢ € L it follows that there is a formula ¢ of Ly,[<] such
that for all A € Q: A* = < ({0,...,|A]}, <, %) E ¢

The standard Ehrenfeucht-Fraissé analysis of linear orderings shows that
no first-order formula of quantifier rank ¢ can distinguish

(n+1,<,ti,....t;) from (n+1,<,t,...,t)

if 0=t1<ty<---<t;=n,
0=t <th<--- <t/ =m,

and if for all 4, j: either |t; —t;| = [t} —t}] or [t; —t;],[t] —t}] > 2%.

By (iii) above we see that this degree of similarity is achieved for structures
(n+1,<,t) and (n + 1,<,¥m,) whenever 0, mq, ma, ms, and n +1 =
m1 + mg + m3 + 1 are spaced sufficiently far apart. Therefore, no first-order
formula can separate those (n +1, <,Zm) for 2 € Qg from those for A & Qo,
and Qg cannot be definable in L either.

4.2 FP4+C and the C*-Invariants

We saw in Section 3.4.1 that interpretability of the L*-invariants in fixed-
point logic on the one hand and representability of fixed-point processes over
the invariants on the other hand lead to characterizations of the expressive
power of FP and PFP in terms the I;x. An important aspect of this character-
ization is the reduction to ordered domains. FP and PFP over not necessarily
ordered structures can be analyzed in terms of FP and PFP over the linearly
ordered invariants. This section is devoted to the corresponding analysis for
fixed-point logics with counting.

The first lemma concerns FP+C-interpretability of the Iox-invariants.
Essentially this is a restatement of the definability properties of the Iow
expressed in Proposition 3.6 above — now put in terms of FP+C.

Lemma 4.14. Ic1 () is FP+C-interpretable over A*. More precisely all the
following are FP+C-interpretable:

(i) the relational part of Ik as a quotient over the k-th power over the first
sort.
(ii) Icr as a whole (and being a standard structure) over the second sort.
(i41) the natural projection from the quotient interpretation of the relational
part of Ik over the first sort to its representation over the second sort.

Proof. Proposition 3.6 applies to show (i) since FP(Qgr) C FP+C. FP* itself
suffices to define the natural projection from the pre-ordering in this interpre-
tation of the relational part of Ioxto the ordered quotient structure over the
second sort (iii). Definability of the weight functions through simple counting
terms as stated in Proposition 3.6 completes the interpretability of the full
invariant as expressed in (ii). O
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Let 1/, () := Icw(A*) stand for the C*-invariant of A* € fin[7]", more
precisely of the standard one-sorted encoding of 21*.

Lemma 4.15. The 12 are FP-interpretable over the Iox.

Proof. Since we are dealing with ordered structures it suffices to show that
there is a PTIME algorithm that computes 77, () from Ic« (). But the
inductive generation of 1%, () is obviously in PTIME and requires no other
data than those encoded in Iox (). The initial stage for instance is based
on some fixed ordering of the atomic types of k-tuples in 2A*. Since 2A* is
the disjoint union of 2 with the linear ordering (JA| 4+ 1, <), these atomic
types can be presented by pairs of atomic types, one in vocabulary 7 for the
components in the first sort and one in vocabulary < for the components in
the second sort. Note that all the relevant information about r-tuples over 2
for r < k is also encoded in I« (2A) since the C*-type of a tuple (x4, ...,x,)
is encoded by the C*-type of the k-tuple (z1,...,21,%1,...,2,) with r — k
additional entries x;. In this fashion the inductive steps in the generation of
12, () are easily simulated over Iox (21). O

The lemma is in fact a special case of the following more general observa-
tion that can be proved along the same lines. The statement admits further
generalizations in the style of Feferman-Vaught Theorems for the L*- and
C*-theories of finite structures.

Remark 4.16. The L*- and C*-invariants are modular with respect to dis-
joint unions and direct products in the sense that, for example for o+ and for
disjoint unions, there is a PTIME function X such that for oll 2,8 € fin[7]:

o (AUB) = E(Ick (), Ion (%)) .

This implies also that Ik (Ql U %) is FP-interpretable over the disjoint union
of Ick () and Ik (B).

PTIME (Ick) and PSPACE(ICk) are defined in analogy with Definition 3.20:

Definition 4.17. PTIME(ICk) and PSPACE(ICk) stand for the classes of all
those queries that are PTIME, respectively PSPACE, computable in terms of
the Icrlc .

More precisely, a boolean query Q on fin[r] is in PTIME(ICk) if member-
ship of A in Q is a PTIME property of Iox(21). A similar characterization can
be applied to global relations (of arity at most k) using the extensions of the
invariants to the fin[r;7r].

As in the corresponding treatment of the I;x a query is in PTIME(ICk)
respectively PSPACE(ICk) if it is C% -definable and its natural representa-
tion over the relational part of the I-x can be computed in PTIME, respec-
tively PSPACE over the I5x. Logically these classes can further be identified
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with classes FP (Ick) and PFP (Ick) since FP and PFP capture PTIME and
PSPACE over the ordered I-x:

FP(Ior) = PrTiME(Ick),
PFP(Ick) = PspACE(Ick).

Syntactically the formulae of FP (Ick) or PFP(ICk) are FP*-formulae,
respectively PFP*-formulae, in terms of the interpreted Iox. These logics
may thus be regarded as fragments of FP+C or PFP+C. See the proof of the
following theorem.

Theorem 4.18. With the FP(Icw) and PEP(Icn) as characterized:
FP+C = U, FP(Iex) = U,PrivE(Ioxk)
PFP+C = [, PFP(Icx) = U, Pspace(lcx).

Proof. We prove the equivalences between the logical characterizations. The
arguments for FP+C and PFP+-C are completely analogous. Consider FP+C.
By Lemma 3.19 FP(Qu) C U, FP(Icx). An application to the one-sorted
encodings of structures in fin[7]" yields

FP(Qu)" C [ JFP (1)
k

But FP(Qy)* is FP4+C by Lemma 4.7. On the right-hand side of the above
inclusion we apply Lemma 4.15 and the closure of FP with respect to interpre-
tations to see that FP(Icikk) = FP(ICk). This proves FP+-C C |J, FP (Ick:).
The converse inclusion follows directly from closure of FP4C with respect
to interpretations (Proposition 4.8) and interpretability of Iox in FP+C
(Lemma 4.14). O

The analogue of the Abiteboul-Vianu Theorem (Theorem 3.22) follows im-
mediately.

Corollary 4.19. FP+C = PFP+C if and only if PTIME = PSPACE.

We may now also infer the basic inclusion PFP+C C C% , from the character-
ization of PFP+C in Theorem 4.18 without getting involved in technicalities.

Corollary 4.20. FP+C C PFP+C ¢ C,

Proof. 1t suffices to show that every PFP-definable global relation is closed
with respect to =C" for some k, cf. Lemma 1.33. But this is obvious from
PFP+C = (J, PFP(Icr). Strictness of the inclusion PFP+C ¢ C%, is
clear since PFP+C is in PSPACE whereas C'% , expresses even non-recursive
queries. a
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There is of course also a straightforward direct proof of these inclusions
parallel to the proof for FP, PFP C L% . cf. Lemma 1.29 and Corollary 1.30.
Technically these are more tedious, however, since mixed-type predicates over
the 2* have to be represented in the one-sorted framework of the 2 them-
selves. A single type (1,1) formula ¢(x,v) of the two-sorted framework for
instance can be decomposed into a family of formulae ¢, ;(z) for j < n with

the intended meaning that for all 2 of size n: p[A*] = Upg; <, (¢n,; [ x{5}).

In characterizations like FP4+C = PTIME(I Ck) for fixed points with count-
ing, it is important to note that the size of I is of the same order as the
size of the original structure. This essential difference between I and the
Ik leads to a picture that is in sharp contrast with the second theorem
of Abiteboul and Vianu for FP and PFP without counting (Theorem 3.24
above). Let PFP+C|,,,, be the sublogic of PFP+C in which all occurrences
of the PFP-constructor must be such that the limit in the partial fixed-point
process is always reached within a polynomial number of steps. The following
very simple theorem shows FP+C to be better behaved as a logic for PTIME
recursion within C% , than FP is within LY .

Theorem 4.21. PFP+C|,,,, = FP+C.

Sketch of Proof. Let PFP x zz¢ be such that the fixed-point process is poly-
nomially bounded. This fixed-point process is then represented by a polyno-
mially bounded PFP-process over the I« for some k. Over the ordered 1o
it must therefore be equivalent with an FP-process. Inductively we obtain
PFP+Cl|,., € U, FP(Icr) = FP+C. a

4.3 The Separation from PTIME

It is an important result of Cai, Fiirer and Immerman [CFI89] that also FP+C
is too weak to capture the class of all PTIME queries on not necessarily ordered
finite structures. The construction has been reviewed in Example 2.7.

It is worth to note that on the basis of the present analysis we may in-
fer FP+C 2 PTIME from the fact that none of the C  defines all queries.
This argument is of some interest in its own because it relativizes to many
subclasses of the class of all finite structures. The only requirement on the
subclass IC is that it admits some kind of padding: some simple construction
should be available within K that allows to increase arbitrarily the size of
structures. We choose closure under disjoint unions as a corresponding pre-
requisite on K in the statement of the following theorem. It will be clear from
the proof that a number of other natural closure conditions would serve just
as well.

Theorem 4.22. Let K C fin[7] be a class of finite T-structures that is closed
under disjoint unions. Assume that FP+C captures PTIME on K, in particu-
lar that any PTIME computable boolean query on K is definable by a sentence
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of FP+C and hence also by a sentence in C% . Then there is some k satis-
fying the following two (equivalent) conditions.

(i) Ick classifies structures in K up to isomorphism:
for all A, A € K: Icn(A) = I (A) <= A~ A

(i3) In restriction to K, CE = Lu.,, for sentences; in other words, any
boolean query on K must be definable in C*_ .

Applying this to the class of all finite graphs, and using the result of Cai,
Fiirer and Immerman just to the effect that no C%  coincides with Lo, on
the class of all finite graphs (as expressed in Theorem 2.9) we obtain the
following.

Corollary 4.23 (Cai, Fiirer, Immerman).
FP+C ¢ PTIME, in fact even PTIME € C¥ .

On the basis of Theorem 4.22 this separation is also obtained as a corollary of
recent results of Gurevich and Shelah [GS96]. They prove that in a suitable
vocabulary 7 there are for each k rigid structures in fin[7] that do not admit a
Ck_ _-definable linear ordering. Again it follows that on (expansions) of these
structures no C%  coincides with L., (for sentences even).

Note that the only separation results between FP+C and PTIME that can
be obtained along the lines of Theorem 4.22 — and these are all there are,

as yet — are in fact separations of C% , N PTIME from PTIME.

Proof (of Theorem 4.22). Let K be as required. Choose some sufficiently fast
growing monotone function f:w — w such that f(n) is computable from n in
time polynomial in f(n). Assume that f(n) > n for all n. It follows that there
is a PTIME algorithm that recognizes numbers of the form n(f(n) + f(n)?)
and computes n for these: for given m it suffices to compute n( fn)+f (n)Q)
for all n with n?® < m and check for equality with m.

It further follows that m and msy can be computed in PTIME from n and
ma f(n) + maf(n)? for any my,ma < n: simply expand the given number
m =mif(n) + maf(n)? in base f(n) to obtain the m; as its digits.

We claim that for suitable f the following padded variant of the isomor-
phism query on K becomes a PTIME query:

Q= {Q ‘ C~AU...UA, where m = f(n) + f(n)*,n= |A|}

m

The intended algorithm first checks whether the size of an input € is of
the form n(f(n) + f(n)?) and computes n in this case. It then checks for
all isomorphism types of connected! 7-structures ® of size at most n how
many connected components of € are isomorphic with ® (and that € has no
components of size greater than n). This is done in time polynomial in ||

L' A structure is called connected if it is not the disjoint union of two other
structures.
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provided f(n) is sufficiently large for n; the precise meaning of ‘sufficiently
large’ has to take into account the arities in 7.

Let v(D) be the corresponding number for each ©. Then € € @ if and
only if all ¥(D) are of the form v(D) = u(D)(f(n) + f(n)?) for appropriate
1(®) < n. Necessity of this condition is clear. For sufficiency observe that, if
V(D) = u(D)(f(n) + f(n)?) for all D, then € is of the required form if for 2
one takes the disjoint union of p(®) copies of each D.

By assumption () therefore is definable in some C% . But the above
characterization of € € @ through the v(D) also implies that for any two
2,8 € fin[7] of the same size n,

C=2U...UAUBU...UB
f(n) f(n)?
is in @ if and only if A ~ 5. It follows from Remark 4.16 on the other hand
that Icw (@) is a function of Iox (2A) and Iox (B), so that A ~ B is determined
by Ik () and Iox(9B). This implies claim (i) of the theorem, and equivalence
of (i) and (ii) is obvious. The argument given here is a structural variant of the

so-called padding technique that is often useful in complexity considerations.
|

The results of this chapter show that FP+C is the right logic for PTIME
recursion in the world of C% . In this respect its relation to C'% , resembles
that of FP to LY, . It is known from the result of Cai, Fiirer and Immerman
that real PTIME is not within C% ,. On the other hand all known separation
results for FP+C from PTIME are separations of C% N PTIME from PTIME.

The question that arises at this point is the following:

Does FP+C capture PTIMENCY, ,, the class of all those queries that

are both PTIME computable and definable in C% 7
More suggestively:
Does FP+C capture PTIME in the world of C¥ 7

This question is further explored in the last two chapters. Note that the same
question with FP and L% in the place of FP+C and C%, can be answered

oow

negatively unless PTIME = PSpACE. Obviously PFP|,,, C PTIME N LY,
but PFP|,., € FP only if PTIME = PSPACE by the second theorem of
Abiteboul and Vianu. There is a reasonable variant of the issue that remains
an open problem for FP and LY, too. We shall come back to these issues
in Chapter 6. In the last Chapter we find positive solutions to such questions

in the very restricted case of just two variables, i.e. for L2_ and CZ .

4.4 Other Characterizations of FP+C

It may be a further indication of the naturalness of FP4+C as a level of
expressiveness within PTIME that it admits several different equivalent logical
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characterizations and also a natural algorithmic characterization. We here
only indicate some of these briefly. More detailed accounts can be found in
[GO93] and [Ott96a], respectively.

Among the logical variations we mention the following:

(a) FP4+C can be obtained as a straightforward extension of Datalog. For
our purposes Datalog is the logic of positive Horn-clause programs with
the least fixed-point semantics. Its counting extension is based on the
two-sorted variants of structures in fin[r]* and allows the use of counting
terms and cardinality comparisons in the sense of < in clauses. It is not
difficult to see that the counting extension leads to closure under negation.
It follows that this extension of Datalog comprises the full power of fixed-
point logic and thus is semantically equivalent with FP+C.

(b) The approach to extend finite structures with standard sorts, like the
arithmetical second sort of the structures in fin[r]", has been carried much
further in the framework of meta-finite structures put forward by Gréadel
and Gurevich in [GG95]. Here finiteness of the second standardized sorts
is given up in order to obtain a more uniform modelling for issues on finite
structures that essentially involve reference to infinite standard structures
(like the natural or the real numbers). In order to obtain an adequate lim-
itation on the access to the infinite standard domains, recursive processes
like those in fixed-point are restricted to the finite relational domain. The
infinite standard parts are accessed through terms and multiset opera-
tions. The latter can roughly be described as arithmetical operations that
are performed on weight functions from the finite relational domain to
the infinite standard part. It turns out that FP+C can be isolated in this
framework by taking arithmetic on the natural numbers (w, <,+,-) for
the infinite standard structure, with exactly the PTIME multiset opera-
tions. It is shown in [GG95] that the expressive power of fixed-point logic
in this meta-finite frame coincides with FP+C.

We mention two more characterizations of different kinds in slightly greater
detail. One is in terms of uniform sequences of formulae, the other by means
of a computational model.

P-uniform sequences of formulae. Logical characterizations in terms of
sequences of formulae are proposed and investigated in the work of Immer-
man, see for instance [Imm82]. Let fin, [7] stand for the restriction of fin[7]
to structures of size n. The idea is to associate for instance with a boolean
query Q C fin[7] a sequence of sentences () _, in some logic L[r] such
that for all sizes n: -

Q Nfin,[r] = {Ql € fin, [7] ‘ AE <pn}.

A priori this is a completely non-uniform notion of logical definability. Re-
strictions on the constituent formulae ¢,, in terms of quantifier rank, numbers
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of variables and size (all regarded as functions in n) or constructibility cri-
teria for the mapping n — ¢, serve to employ this approach as a tool in
the logical analysis of complexity. It turns out that FP+C and PFP+C are
isolated by very natural uniformity conditions on sequences. Note that in the
presence of counting quantifiers and for sequences of formulae ¢,, € C¥  the
semantics given to the sequence is that of \/n>1 (Elznxx:x A <pn) eCk .

Definition 4.24. Call a sequence (¢n)n>1 of formulae in some CF,, PTIME-
uniform, respectively PSPACE-uniform, if ¢,, is constructible in time, respec-
tively space, polynomial in n. Let PTIME-CY , and PSPACE-CY  stand
for the sublogics of C%,, corresponding to all PTIME-, respectively PSPACE-
uniform sequences.

Clearly PTIME-CY,,, C PSPACE-Cy,,, C CF,,. The following is proved in
[Ott96a).

Proposition 4.25. FP+C = PTiME-C¥, , and PFP+C = PspAce-C¥ .

oow

This is quite unlike the situation for FP and PFP themselves: trivial
examples involving pure sets show for instance that FP is properly contained
in the correspondingly defined PTIME-L%_ .

A computational characterization. Finally there is a natural compu-
tational model whose PTIME and PSPACE restrictions coincide with FP4+C
and PFP+C, respectively. This model is the obvious generalization of the
relational computational model of Abiteboul and Vianu [AV91] that incor-
porates counting operations in a generic manner. Let us call the machines
under consideration relational machines with counting. We give a brief sketch.
A relational machine with counting consists of two components. First there
is a relational store with a fixed number of relational registers of fixed arities.
These can hold sets of tuples from the domain of the input structure. Among
these relational registers there are specified ones that are initialized to rep-
resent the given predicates in the input structure. The others are initially
empty. In any case, at each stage of the computation, the content of a rela-
tional register is a relation over the input domain. The second component of
the machine resembles an ordinary Turing machine with a work tape with a
read—write head, an extra communication tape with a write—only head, and
the usual finite state control. The interaction between the two components is
the following.

e Each transition, as laid down in the transition table of the Turing control,
may depend not only on the current internal state and symbol read on
the work tape but also on the information which of the relational registers
are currently empty. These implicit emptiness queries constitute the only
flow of information from the relational part of the machine to the Turing
component.

e The execution of a transition may involve not only the printing of tape
symbols and movements of the heads but may also include one of several
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update operations on the relational store. The operations available here

are the following:

— copy and move operations between relational registers.

— boolean operations on the current contents of specified relational regis-
ters (e.g. union and complementation).

— operations corresponding to the natural action of the permutation groups
S, on the contents of r-ary registers.

— counting projections.

Counting projections take as input a numerical parameter v whose current
value is read from the communication tape. The content of a prescribed
relational register R is then replaced by all those tuples for which there
are at least v substitutes for the first component that are currently in R:
R ={a ’ 32vb(a’ € R)}. Only in this operation does the present model
extend the one proposed by Abiteboul and Vianu. Their model only allows
ordinary existential projections which appear here as a special case for v = 1.

Computations of these machines are formalized in the natural manner.
The result of a computation that is to produce a boolean value can be encoded
in the final state reached by the Turing control. For machines that are to
compute an r-ary query, the output is the content of one specified r-ary
relational register when the machine reaches its halting state.

This model of computation is entirely isomorphism-preserving (‘generic’
is the term usually applied in the literature). Any isomorphism between in-
put structures naturally extends to all stages of the computation, so that the
resulting computations are not only equivalent but really isomorphic them-
selves.

Complexities for this model are defined in terms of the Turing component.
PTIME and PSPACE for the relational machines with counting comprise those
queries that are computable by one of these machines within a number of
steps, respectively with the use of a number of tape cells (of the Turing
component) that is polynomially bounded in the size of the input structure.

Theorem 4.26. On finite relational structures, PTIME and PSPACE for the
relational machines with counting ezxactly correspond to FP+C and PFP+C.

In particular FP4+-C and PFP+C are the polynomial time and space re-
strictions of a generic model of computation — a situation that in a sense
is ruled out by the second theorem of Abiteboul and Vianu, Theorem 3.24
above, for FP and PFP themselves.

Attributions and remarks. FP+C — roughly in our formalization — is
implicit in the work of Immerman, in particular see [Imm87a]. The present
explicit form was first presented in [GO93]. Most of the material treated in
this chapter can also be found in [Ott96a] and [GO93]. The latter source
should be consulted in particular for those characterizations of FP+C that
are only sketched here.



5. Related Lindstrom Extensions

In this chapter FP+C is shown to be more expressive than the natural ex-
tensions of fixed-point logic by cardinality Lindstrom quantifiers.

e Section 5.1 introduces a structural padding technique that is suitable for
the proof of this separation result. More generally, this technique serves to
expose weaknesses of quantifier extensions in the case that these quantifiers
do not have the right scaling properties with respect to certain extensions of
structures.

e This technique is applied in Section 5.2 to show that FP(Q,..,) cannot
express all FP+C-definable boolean queries. The same applies to FP(Q7 )
with quantifiers for all cardinality properties based on the counting of equiv-
alence classes. In fact the separation even establishes that not all of FP* can

be captured by these quantifier extensions.

e In Section 5.3 we apply the padding technique to derive corollaries concern-
ing the weakness of two other quantifier classes. The classes of all properties
of rigid structures and that of all properties of sparse structures, respectively,
are shown to fall short of FP* and in particular of PTIME.

In the previous chapter FP+C has been characterized as the natural ex-
tension of fixed-point logic that incorporates expressive means for dealing
with cardinalities and corresponding arithmetic. Recall that a main feature
of the formalization was the introduction of a second, arithmetical sort. This
type of a functorial extension — based partly on the manipulation of the
structures under consideration — is intuitively different from the established
formalism for extensions in abstract model theory, namely that of Lindstrém
extensions or extensions through generalized quantifiers. Can this difference
in appearance be substantiated in more rigorous terms? There is some sense
in which this cannot be achieved: it is a known fact that the Lindstrom
approach to extensions of logics is sufficiently general to describe any rea-
sonable extension of first-order logic, more precisely any extension with the
appropriate closure properties. No doubt therefore FP+C is equivalent with a
Lindstrom extension of first-order logic, and also with a Lindstrom extension
of fixed-point logic. As FP+C is a logic with recursive syntax and semantics
these Lindstrom extensions can trivially be chosen to use recursive families
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of quantifiers. That one is forced to consider extensions by infinite families of
quantifiers follows with an argument of Dawar and Hella [DH94] that applies
to show that FP+C cannot be equivalent with a finite Lindstrém extension
(see Theorem 5.9 below). The standard modelling of a logic £ O FP with
the right closure properties as a Lindstrom extension essentially turns each
individual L£-definable class into a quantifier. Clearly this is unsatisfactory:
the resulting presentation of FP4+C as a Lindstrém extension of FP is quite
artificial. It is not at all clear, however, which kinds of Lindstréom extensions
should be considered natural. Two different types of criteria come to mind.

Syntactic criteria. One may consider certain uniform sequences of quan-
tifiers. These are meant to adjoin the same structural property in varying
context. Uniform sequences as considered for instance in [Daw95a] consist of
all powers of a given quantifier and capture one structural property across all
arities, or as applied to interpreted structures in any power. Compare Sec-
tion 1.6.2. The usual way in which the transitive closure operator is adjoined
to first-order logic to get transitive closure logic provides a natural example.
Transitive closures are made definable for binary relations interpreted in any
power of the universe.

While FP+C cannot be a finite extension of FP it is conceivable that it is
obtained as an extension by finitely many uniform sequences of quantifiers.
Indeed, it follows from Dawar’s work that a class or logic, that is recursively
presented (in some sufficiently strong sense; compare remarks in connection
with Definition 1.7) and has natural closure properties, is equivalent with an
extension of FP and even of first-order logic by just a single uniform series
of quantifiers. In the general construction the quantifier giving rise to such a
sequence embodies an enumeration of all queries that are to be captured. In
special cases, as for instance for FP itself one may also abstract such a quan-
tifier from typical and natural problems that are complete under appropriate
logical reductions, cf. [Dah87, Gro95]. Whether such natural problems exist
for FP+4C, relative either to FP or to first-order, remains open.

Semantic criteria. One may also impose purely semantic conditions on the
quantifiers adjoined. The investigations of this chapter are of this kind. In
connection with fixed-point with counting there is an obvious issue in this
line:

Can FP+C be obtained as an extension of FP by cardinality Lind-
strom quantifiers, i.e. by quantifiers whose semantics is entirely de-
fined in terms of cardinalities of predicates?

Indeed, FP with the class of all PTIME cardinality Lindstrom quantifiers
is the natural a priori candidate to capture a counting extension of FP in
the Lindstrom formalism. Compare Definitions 1.52 and 1.54 for (quotient)
cardinality quantifiers.

The main point of this chapter is that even the extension of FP by all
cardinality Lindstrom quantifiers does not comprise all of FP+4C, in fact not
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even all of FP*: FP(de) 2 FP*. Admitting further all quantifiers that
capture cardinality properties in quotient interpretations — for the count-
ing of equivalence classes rather than tuples — does not help either, even
FP( ~ ) 2 FP*.

card

Theorem 5.1. FP+C ¢ FP(QCMd). In particular the extension of FP by all
PTIME cardinality Lindstrém quantifiers is strictly weaker than FP+C. These
separations also hold for FP( ), the extension by all quotient cardinality
Lindstrom quantifiers.

~

card

It follows with Lemma 1.55 that the extension FP(Q,,,.) of fixed-point
logic by the class of all monadic Lindstrom quantifiers does not contain
PTIME, and that similarly all quantifiers obtained from monadic ones through
generalized interpretations cannot suffice. The latter extension is in fact
equivalent with FP(Q. ) by Remark 1.56. We mention in this context the
work of Kolaitis and Viininen [KVi95] on extensions of the L*_ by monadic
quantifiers that bind single formulae (simple monadic quantifiers). Using so-
phisticated combinatorial techniques they obtain interesting separation re-
sults within the realm of monadic quantifiers, for instance that the Héartig
quantifier is not expressible in any extension of LY, by finitely many simple
monadic quantifiers.

The present results are obtained with a technique that resembles so-called
padding arguments in complexity theory. Intuitively the situation of Theo-
rem 5.1 can be understood through the following. With FP+C the results
of counting operations can be processed recursively, and this FP-recursion
(over the arithmetical sort) is full PTIME recursion in terms of the size of the
universe. The FP-recursion captured by any sentence in an extension of FP
by C¥ -definable quantifiers, on the other hand, is polynomially bounded in
the size of the quotient of the k-th power of the universe with respect to =C*
for some k. The latter is the size of the relational part of Iox. (This situation
is reminiscent of that exhibited by FP; there a gap between the size of A
and of Iy« (2) accounts for the complexity behaviour described in the second
theorem of Abiteboul and Vianu.)

In the case of cardinality Lindstréom quantifiers this gap can be manifested
unconditionally to obtain the desired separation. The structures employed in
these arguments are trivial extensions of ordered structures, with an increase
in the size without any gain in internal relational structure, just as in padding
arguments. FP with cardinality Lindstrom quantifiers is shown to have not
the right scaling properties with respect to such extension.

5.1 A Structural Padding Technique

We consider functors that scale finite structures in size without otherwise
adding structural complexity. Taking the disjoint sum with a pure set is a



118 5. Related Lindstrom Extensions

typical example. This operation increases the size but as for definable predi-
cates, nothing is gained. We formalize this as follows. Consider a functor

I':fin[r] x w — fin[7].

The second argument of I" will serve as a scaling parameter for the desired
extensions. The main example below is that of I'(2(, n) being a trivial product
of 2 with the pure set n = {0,...,n — 1}. Assume further that for each r
there is an encoding scheme that maps r-ary predicates R over I'(2,n) that
are closed under automorphisms of I'(2, n) to tuples of predicates [R] on 2.
We want to regard [R] as an encoding or a pull-back for the values of global
relations over the I'(A,n).

Definition 5.2. A good encoding scheme for I' is a mapping [ | sending
automorphism invariant R on I'(A,n) to tuples [R] = (Rl, .. .,Rl) on AU,
such that (A, [R]) and n determine (F(Ql, n), R) up to isomorphism, and such
that

(i) [] is monotone: Ry C Ry implies Ri C RS fori=1,...1.

(it) [] s compatible with first-order definability in the following sense: if R
is first-order definable from some global relations Ry, ..., Ry over the
I'(A,n), then the encoding relations [R] for R are first-order definable
over the 2 from the encodings [R;] of the R;.

More precisely, (ii) means, that for first-order formula ¢(Xy,..., Xk, T)
there are first-order formulae ¢ such that for all sufficiently large n and for
all Ry,..., Ry that are automorphism closed over I'(2, n):

[o[(A,n), Ry, ..., Ry]] = (L[, [Ri], . .., [Rk]])izlv_ -

ey

Note the uniformity with respect to n that is expressed in this notion.
We shall below need to extend the notion of good encodings to allow for
parameters in the I'(2, n), see Definition 5.4.
Consider two examples: the disjoint sum and the trivial product with the
pure set n.
(2,n) — 2AUn, and

2,n) — ARn.

e AUn: if A = (A, R¥,...,R*) then AUn = (AUn, R}, ..., R¥) is the
disjoint union with the set n.
e A ® n: the universe of A ® n is the product A x n. Let m: A xn — A
and mo: A X n — n denote the natural projections to the factors as well as
their extensions to higher powers as for instance in m1: (A x n)” — A”. Then
An=(AxnRFen,...,R*@n), where R* @ n = m; ' (R}).

Good encoding schemes are available for both functors. Consider the triv-
ial product with n. Clearly a tuple b € (A x n)" is described up to automor-
phisms of 2l ® n by the pair (7r1 (b), eq(ﬂg (5))) consisting of its projection to
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21 and the equality type of its projection to n. Let R be an r-ary predicate
over A ®n that is closed under automorphisms of A ® n. Then R is faithfully
encoded by the tuple

[R] = (Re)eeEq(r)
where R® = {mi(b) | b € R,eq(m2(b)) =e}.

Actually R is easily reconstructed from the R¢ as
R={b|m(b) € R® for e = eq(m2(D)) }.

Monotonicity and compatibility with first-order transformations can be
checked immediately. For instance, if R = {T | JyR1Ty}, then R¢ is the union
over all sets {T | Jy(Ty € RS )} where ¢’ extends e to 7 + 1 variables.

For trivial sums with n, a similar decomposition of predicates with respect
to equality types of those parts of tuples that lie outside A would be a natural
encoding. The universe A of 2l is not definable as a subset of A Un, however,
so that the decomposition should be applied with respect to the parts lying
outside the field of the R¥. We leave out the details, since in the explicit
arguments of this chapter we choose to work with trivial products.

Since good encodings uniformly translate first-order manipulations on
global relations to first-order manipulations on their encodings we have the
following pull-back for fixed-point logic.

Lemma 5.3. If there is a good encoding scheme for I':fin[r] x w — fin[7],
then FP over the I'(/,n) is captured by FP over the A themselves. This
means, in the case of boolean queries, that for any sentence ¢ € FP[r] there
is a sentence p, € FP[7] such that for all sufficiently large n

rn)Ep < AEp..

Proof. Inductively it suffices to show that also FP-applications can be sim-
ulated at the level of the encodings [R]. Consider the formula FP x zo(X, )
where we assume that T contains all free first-order variables of ¢ (compare
Lemma 1.28). Suppose that ¢!,... . are such that for all automorphism
invariant P over I'(2,n) (with sufficiently large n)

[elr @, ), PI| = (@[ P]), . e[, [P]]).

Then the encoding tuple [FPx z¢(X,7)] for FPx z¢(X,T) is obtained over
2l as the simultaneous fixed point determined by the system ¢., ..., ¢! (when
appropriately initialized to [§]). Compare Example 1.27 for fixed-point sys-
tems, and the proof of Lemma 2.22 about initialization. a
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If I" scales the size of the I'(2(, n) with n then the lemma implies that the
power of FP does not correctly scale with the size of the I'(2(, n), since FP-
recursion on I'(2, n) collapses to FP-recursion on 2 in a manner independent
of n. Our aim is to extend this phenomenon to quantifier extensions of FP.

Consider a Lindstrom quantifier @ of type ¢ = {Ry,..., Ri}. Without
loss of generality we may assume that applications of ) are in the following
normal form:

¥(2) =QEY; i) L, -

While the ¢;[I"(2, n)] are invariant under automorphisms and therefore cov-
ered by our encoding scheme, this need not be true of the predicates

Gl ()7 = {be F(@n) | T n) = pile.5]}

for fixed parameters ¢. But @ is applied to predicates of this type in the
evaluation of i over I'(,n). Note that the resulting predicate

YII@n)] = {ce M(Wn) | I n) =y},

however, will again be automorphism invariant over I'(2, n).

In order to deal with the intermediate predicates @, [I'(, n), €] we consider
an extension of our encoding schemes that covers such fibres of automorphism
closed predicates. For predicates R and parameter tuple ¢ let R|¢ denote the
fibre of R over ¢:

Rlc = {b| Reb}.
Definition 5.4. A good encoding scheme with parameters for I' extends
a good encoding scheme to a mapping [ | that encodes parameter defined
fibres of automorphism invariant R over I'((,n) through tuples of predicates
[R], = (RL,...,R.), such that

C

(i) (A, [R],) and n determine (I'(2,n), R[¢,€) up to isomorphism.
(i) the [R], are uniformly first-order interdefinable with [R] over 2: there

(&3
is an l-tuple of first-order formulae X such that

(a) {[R],|c€ I'(A,n)} ={x[2[R],a] |acA}.
(b) for automorphism closed P over I'(,n), [P] is first-order definable
from the set of those a for which X[, [R],a] € {[R], | ¢ € P}.

For I'(2,n) = A®n such an extension of the encoding scheme considered
above is obtained as follows. For R of arity ¢+ we used [R] = (R°)ccrq(t+r)-
This extends to cover encodings of R|¢ with parameter tuples ¢ of arity ¢, if
we choose for [R]_ the tuple of predicates

RS := {71'1(6,5) ‘ b € RJe, eq(ﬂg(é,g)) = e},

for e € Eq(t + 7). RE can be non-empty only for those e that extend eq(m2(c))
to t + r variables. Note for (ii) above that, for such e, each R is first-order
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interdefinable with 7 (¢) and the fibre of R at 1 (¢). Therefore, [R], is first-
order definable in terms of [R], 71(¢) and eq(m2(¢)).

For quantifier applications ¥(z) = Q(Z; ¢;(2,7));—1.._ it remains to
capture the semantics of @ over I'(2,n) in terms of the encodings of the
fibres ¢;[I' (A, n),¢] = @;[I"(2, n)]|¢ over the base structure 2.

Assume that this is possible. Then one can pass from the encodings of
the @;[I'(™A,n)] to the encodings of all ;[I'(™A,n),¢], through a first-order
variation of the parameters in the X according to (ii) (a) in Definition 5.4.
If it can be determined in terms of these, whether (I'(2, n), (¢;[I'(,n),d]))
is in @, then (ii) (b) serves to obtain the encoding of [I'(2,n)] from the
collection of those choices of parameters for which this is the case.

Quantifiers, and in particular cardinality quantifiers, cannot be expected
to display an independence of the scaling parameter n as expressed for FP
in Lemma 5.3. But the n-dependence of quantifiers () can be isolated in a
non-uniform way.

We now fix some I" and a good encoding scheme R +— [R], with parameter
extensions R,¢ — [R], for I'. Let @ be a Lindstrém quantifier of type o =

{Ry,..., Ry}. Introduce a series of quantifiers QX where
r_ , , (I'(2,n),R[e,...,R.c) [0 € Q,
@n = {(A’ [Rile - (Bl ‘ the R, ~-closed on I'(2,n) }

Here the R] are of arity t + r; if the arity of R; is 7; and if parameter
tuples of arity ¢ are considered. The type of the QL is that obtained from
the encoding scheme R, — [R], applied to the R;. This type accordingly
depends on the arity of parameter tuples ¢ that are admitted; we suppress
this dependence in our notation.

Let Q. stand for a quantifier symbol of appropriate type, i.e. a syntactic
object that behaves just like one of the QL. With the arguments from above,
the following extension of Lemma 5.3 is obtained:

Lemma 5.5. For any sentence ¢ € FP(Q)[7] there is a sentence ¢.(Qx) €
FP(Q.)[r] such that for all sufficiently large n

r@n) e <= Ak (Qh),

where o, (QF) is the sentence . (Q.) with the semantics of QL for the dummy
quantifier Q.

The claim applies similarly to families Q@ of quantifiers. A separation of
FP(Q) from a logic £ can be achieved if it can be shown that the complexity
of the quantifiers QI falls short of the complexity attainable in £ on the
I'(?,n) for large n. Since we pass from formulae ¢ € FP(Q) to a family of
formulae ¢, (QL) with an a priori non-uniform dependence of the semantics
of the QL' on n, these arguments are adapted to non-uniform complexity
considerations.
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We apply this strategy to £ = FP* in a context in which FP* over the
I'(A, n) captures full PTIME. We shall also use that |I'(2,n)| > n and that 2
itself and n (as a number in the second sort) are uniformly FP*-interpretable
over I'(A,n)*.

We show that this is the case for trivial products I' : (2, n) — AQ@n, if A
is linearly ordered. Let < be the symbol for the linear ordering on 2 € ord[r].
Denote by <* the corresponding ordering in the sense of < on 2. Then <*®@n
is a pre-ordering on A x n whose equivalence relation is =*®n, the quotient
interpretation of equality on A over the product A x n. Note that =%®n and
<¥®n are definable on A®n from the given <*®n according to (a,a’) € <*
on © A@n = —d' <aand (a,a') € =*@n & A@n | -ad' <ah-a<d. It
follows that 2 € ord[r] is interpreted over 2 ® n as a quotient with respect
to =*®@n — even in a first-order definable manner.

It follows further that 21 and n and an ordered version of 2 ® n are FP*-
interpretable over the second sort of (2l ® n)*, whence FP* captures PTIME
over the A ® n for A € ord[7].

To make a comparison between the complexity of queries over the I'(2, n)
and that of their non-uniform description over the 2 precise, we introduce
the notion of a pull-back with respect to a function . This function ~y serves
to couple the scaling parameter n of I" to the size of .

Definition 5.6. Let I':fin[r] x w — fin[r] and v:w — w. If K is a boolean
query on fin[r] then the following class is the pull-back of K under I' and ~:

Kro = {m € finfr] \ r(A,7(|A]) € /c}.

A pull-back of a quantifier Q of type 0 = {Ry, ..., Ry} with respect to I" and
v (and associated encoding scheme) is a quantifier

(P A(JAD), Bife, ., Rife) [o € Q, }

Q§ - {(A’ [Bile, - [R%]E) the R} ~-closed on I'(A,v(]A]))

Lemma 5.7. Assume that I' is such that |I'(2,n)| > n and that A and n
are uniformly FP*-interpretable over I'(A,n)* for A € ord[r]. Then there is
for every recursive query Ko on ord[r] a class K which is FP*-definable over
{r@,n) | A € ord[r]}, such that Ko is the pull-back of K under I' and -,
for all sufficiently fast growing .

Sketch of Proof. Let Ko C ord|[r] be recursive. It follows that there is a func-
tion 7 whose graph is in PTIME and such that membership of 2 in Ky is
decidable in time (] A|). For instance y(m) could be the step counter for the
consecutive simulation of some algorithm for Ky on all 2 over universe m.
Put

K= {r®@n)|AeKon>~(A]}.
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We observe first that the class {I'(%,n) | A € ord[r],n > v(|A])} is FP*-
definable over {I'(,n) | 2 € ord[r]}: n and |A| are available over the second
sort by the assumptions on I", and the graph of v is in PTIME.

2 is FP*-interpreted over I'(2,n)* by assumption on I', and 2l € Kq is
decidable in time (] A]) by the choice of 7. It follows that K is FP*-definable
over {I'(A,n) | A € ord[r]}.

But K9 = Kr by construction. Observe that v may be replaced with
any other function " that grows at least as fast as v: Ko = K for any +/
such that +'(m) > ~(m) for all m. O

So the pull-backs of FP*-definable queries are of arbitrarily high com-
plexity. In the next section we shall see that in contrast the pull-backs with
respect to I'(2,n) = A ® n of FP(Q.,.4)-definable queries are in PTIME/ ),
— polynomial time with non-uniform polynomial advice.

Recall the definition of PTIME/,,,, from complexity theory. A class K of
ordered T-structures is in PTIME/,,,, if there is an advice function T defined
on w with values that are polynomially bounded in size and such that mem-
bership of 20 in I can be decided in polynomial time upon input (Q[, T(|A|))
PTIME/,,, may equivalently be characterized by computability in polyno-
mial size families of boolean circuits. In any case, standard diagonalization
techniques based on counting arguments show that PTIME/,,, is strictly
contained in the class of all recursive sets. See for instance [Weg87].

A Lindstrém quantifier is in PTIME/,,,, if there is a polynomially size
bounded advice function T such that the class of pairs

{@T(AD) |2 € @}

is in PTIME. Think of T'(n) as a polynomial size table encoding the seman-
tics of @ over size n structures. FP(Q)-definable queries can obviously be
evaluated in PTIME/ ., if @ is in PTIME/ .., .

Putting the results of the above considerations together we obtain the fol-
lowing general statement. It will be applied below to the functor I': (2, n) —
A @ n.

Proposition 5.8. Let I':fin[r] x w — fin[7] be a functor that admits a good
encoding scheme with parameters. Assume that I is such that |I'(2,n)| = n
and that A and n are uniformly FP*-interpreted over I'(”A, n)* for A € ord[r].
Suppose further that for all quantifiers Q € Q and for sufficiently fast growing
Y:w — w the pull-backs QL are in PTIME/,.,,. Then FP*  FP(Q).

Proof. Under the assumptions on I" we may apply Lemma 5.7 to find that any
recursive query on ord[7] is the pull-back of some query that is FP*-definable
over {I'(%,n) | A € ord[r]}. The complexity of pull-backs of FP(Q)-definable
queries is at most PTIME/,,,,, by Lemma 5.5 and the assumptions on Q. O
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5.2 Cardinality Lindstrom Quantifiers

Before applying the techniques prepared in the previous section to the proof
of Theorem 5.1, we show in an aside that no finite collection of generalized
quantifiers can capture FP+C. The argument is an adaptation of the proof
by Dawar and Hella [DH94] that no finite extension of FP captures PTIME.

Theorem 5.9 (Dawar, Hella). For any finite set Q of PTIME Lindstrém
quantifiers: FP+C  FP(Q).

Proof. We consider FP+C and FP(Q) over pure sets (7 = §)) and show that
over these FP+C ¢ FP(Q). Because over pure sets FP+C = FP* we even
show that FP* € FP(Q). Obviously FP* captures PTIME over pure sets.

Consider now definability in FP(Q) for finite Q over pure sets. By in-
variance under automorphisms, any predicate definable over pure sets has
to be quantifier free equality definable, or a union of equality types. In each
bounded arity k there are only finitely many equality types, so that it follows
(with an argument strictly analogous to that in Corollary 1.32) that over the
empty vocabulary FP(Q) = L, (Q).

Consider a single quantifier @ € Q and without loss of generality assume
that its type consists of a single relation R of arity r (tuples of predicates
can be encoded into single predicates by first-order means, and corresponding
transformations of @ do not affect polynomiality).

Let LE_(Q) be that syntactic fragment of L, (Q) which uses only first-
order variables 1, ...,z In L* (Q) over pure sets, Q can only be applied
to r-ary predicates that are quantifier free equality definable (with parame-
ters) in at most k variables. Up to logical equivalence there is a finite list of
quantifier free equality formulae x;(Z,@’) in variables z1, ...,z that provide
such definitions. Let the x; be of the form

Xj (fv f,) = ej (f) A1 (T, EI)7

with Z and 7’ disjoint, Z’ of arity r, and with 6, specifying a complete equality
type in the parameters Z. Then the semantics of Q in L* (Q) is exhaustively
described over each individual set n by a finite table T'(n) that encodes the
behaviour of @ on the x;[n]. Let T'(n) be the finite list of indices j for which

(n, {m' ’ n k= x;m,m]}) €Q for eq(m) =0;.

There are only finitely many possibilities 11, ...,T; for this entire table.
For any fixed value T} the quantifier Q in L* _(Q) becomes uniformly first-
order definable over all n with T'(n) = T;. A formula £(Z) = Q(7'; ¢(T, 7))
is equivalent over all n with T'(n) = T; with the disjunction

&(@) =\ (0;@ AVT (¢ & x;)).

JET;
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It follows that @ can be eliminated (in L (Q) over pure sets) at the cost
of introducing cardinality quantifiers Q; of type () according to

Qi = {A| T(Al) = T:}.

For then, £() as above becomes equivalent with \/,(Q; A& (Z)). This carries
through inductively to eliminate all occurrences of Q).

If the complexity of the original @ is in PTIME of degree d, and if d > r,
then the tables T'(n) can be computed in PTIME of degree d, too. This is
because a standard representation of each (n,{m’|n = x;[m,™']}) may be
constructed in time O(n"). Therefore, also the @; are in PTIME of degree d.

Thus, for any finite set Q@ of PTIME quantifiers there is some d, such
that over the empty vocabulary L* (Q) = LF_(Q') for some finite set Q" of
quantifiers of type () whose complexity is in PTIME of degree bounded by d.
For d we may take the maximal degree in a set of polynomials that bound
the complexities of the Q € Q. Note that Q" depends on k, but the bound d
does not.

That the quantifiers in Q@ are of type ) means that their semantics only
depends on the size of the universe. Let ¢ € LE_(Q') be a sentence. Then
there is some m such that n = ¢ < n’ | ¢ for all n,n’ > m which satisfy
the same Q € Q'. Asymptotically therefore, and over the empty vocabulary,
any boolean query in LF (Q’) is equivalent with a boolean combination of
quantifiers Q € @', and therefore its complexity is of degree bounded by d.
Now, since over pure sets

FP(Q) = Lyw(Q) = ULL]f)UJ(Q)’
k

FP(Q) can only define boolean queries whose complexity is of a constantly
bounded degree. It is obvious on the other hand that no such restriction
applies to FP* over pure sets, because there are numerical properties of ar-
bitrarily high polynomial degree in PTIME. ad

5.2.1 Proof of Theorem 5.1

Plain cardinality Lindstrom quantifiers. Consider first the case of
FP(QCM). I''(A,n) —» A®n is now fixed. We want to show the following
for all y:w — w.

For any Q € Q...q, the quantifiers Q" — the pull-backs of @ from
(%) AR(]A]) to A — can be encoded in polynomially size bounded tables
T(|A]). In other words: each QL is in PTIME/,.,.

Recall Definition 5.6 for the Qf; . By Proposition 5.8, (x) suffices to prove
that part of Theorem 5.1 that deals with ordinary cardinality Lindstrom
quantifiers.
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For the proof of (k) first observe that the Q§ for Q € Q...q are themselves
in Q...q- Recall that we write m; for the projections to the factors in A®mn. The
extended encoding scheme R, ¢ — [R], for the fibres of t4r-ary automorphism
closed predicates R with parameter tuples ¢ of arity ¢, takes for [R]_ the tuple
of predicates

R = {m(c,b) | b€ R[¢,eq(m2(c,0)) = ¢}, e€Eq(t+7).

If R[¢ is non-empty, then the R¢ determine 71 (¢) and eq(m2(c)). € itself is
then determined up to an arbitrary choice of m2(¢) that realizes eq(ﬂ'g( ))
Up to this choice, the fibre R|¢ can be recovered from the encoding as

Rle— U{E € (Axn)

Therefore
|Rle| =) |Re| ve(n),

where v, is the counting function whose value on n is the number of realiza-
tions of e over n that extend any fixed realization of eq(m2(2)).

Suppose for instance @ is of type {R;}, Ry of arity r, and based on
the numerical relation S C w?. Then, for automorphism invariant R and
parameters c,

m(e,b) € RS, eq(ma(e,b)) = e}.

(Axn,Rlc)eQ if (|Aln,

¢)es
(4,[R]) € QF it (Aly(1Al), S, |Re|ve(+(14)) ) € 5

and

This latter condition constitutes a cardinality quantifier @ of the type of
the encoding [R], over the base structures 2. The same applies without any
changes to cardinality quantifiers @) of more complex types.

It is obvious, finally, that the semantics of cardinality quantifiers can be
fully encoded in polynomial size tables. Let the arities in Q be bounded by 7
and let S be the numerical relation for Q To evaluate Q over a structure of
size m, one need only know S I {0,...,m"}. This restriction of S is naturally
encoded in a polynomial size table. This finishes the proof of Theorem 5.1 as
far as FP(de) is concerned.

The following discussion shows how to extend the argument to FP(Q.,,)
where counting of equivalence classes is involved. This is based on a slightly
more technical analysis of the encodings.
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Quotient cardinality quantifiers. We claim that also for a quotient car-
dinality quantifier @ € Q[ the pull-backs QI of @ from A ® y(|A]) to 2
are in PTIME/,,,, or encodable in polynomially size bounded tables T'(|A|).

In order not to get overburdened by technical details, let us consider
the special case of a parameter free pull-back. This is the case of a pull-back
quantifier Q,I; that captures the counting of equivalence classes over A®n with
respect to an equivalence relation R that is interpreted without parameters.
The technical lemma on equality defined equivalence relations, that governs
this case, may be extended to the general case with parameters in order to
prove the full claim.

In the parameter free case we deal as above with the encoding scheme

that is based on the mapping
II: (Axn)” — A" x Eq(r)
b (m).ea(m®)).

Lemma 5.10. Let R C (A x n)*" be closed under automorphisms of A @ n
and assume that R interprets an equivalence relation on the r-th power of
Axn. Letag € A", ey € Eq(r). Then the following are satisfied:

(i) the index of the restriction of R to II~*(ag,eo) is of the form p(n)/r!
where p is a polynomial of degree at most v and with coefficients in
{0,...,(r)2}. These coefficients can be determined from the encoding
[R] = (R®)cerq(2r) on 2 in PTIME.

(i) if P C (A xn)" is an automorphism closed predicate on A @mn, then the
index of the restriction of R to P is of the form q(n)/r! for a polynomial
q of degree at most r with coefficients in {0, ..., (r")3|A|"}. Again the
coefficients are PTIME computable from the encodings [R] and [P)] on 2.

Proof. Assume n is much greater than r.

(i) For the first claim consider any quantifier free equality defined equivalence
relation ~ on the set eg[n] := {m € n" | eq(M) = eo}. Without loss of
generality assume that eg is the equality type that forces all » components
of the m to be distinct. Otherwise the claim is reduced to smaller r. Let
i € {1,...,r} be called free under ~ if there are m,m € eg[n] with m} ¢
{mi,...,m,} and @ ~ M. An easy automorphism argument that exploits
transitivity and symmetry of ~ shows that, if 7 is free in ~, then m ~ m=* for
all m € eg[n] and all m & {mq,...,m,}. In this case therefore, ~ is reducible
to an equivalence relation ~’ on the remaining components that has the same
index as ~: if for instance r is free, let e, be the restriction of ey to the first
r — 1 variables, and put for m,m’ € ej[n]

m~'m if mm~mm forallm¢mand m ¢m.

We may therefore assume without loss of generality that no 4 is free in ~.
This implies that T ~ T’ only if ™’ = p(m) for some permutation p € S,.. Let
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G be the normal subgroup (!) of S, consisting of those p for which m ~ p(Tn).
The index of ~ on eg[n] is the product of the number (') of different r-element
subsets of n with the index of G in S,.

The claim about the form of the index as a polynomial in n follows. A
representation of this polynomial by its coefficients is PTIME computable over
the encodings in 2 because the above sequence of reductions is governed by
even first-order definable properties of the given equivalence relation R.

(ii) For a preliminary observation let M C A" x Eq(r), (a,e) € M. Then
exactly one of the following holds:

(a) any b € II (@, e) is R-equivalent with some by € II ' (M).
(b) no b € II7'(a,e) is R-equivalent with any b; € IT~1(M).

Again, a simple automorphism argument proves this claim: for b0 €
ITI=1(@,e) there is an automorphism of 20 ® n which maps b to b’ while leav-
ing IT~Y(M) invariant as a set. The distinction between cases (a) and (b) is
first-order in terms of R, II-1(M) and I1~'(a,e). It is therefore first-order
and in PTIME also in terms of [R], M, @ and e over 2.

Let R and P be as required in the lemma. The index |P*®"/R*®n|
can be determined by going through all (@,e) € A" x Eq(r) in some arbi-
trarily fixed enumeration as (@, e); = (a;,€;), and summing over the indices
|17} (@;, e;)/ R| whenever @; € P and case (b) above applies to (a;, ¢;) with
respect to M = {(@,e)y | i’ <i}. This proves claim (ii) of the lemma, since
|A” x Eq(r)| < rl|A]" O

With this lemma the quantifier free pull-back of a quotient cardinality
quantifier is seen to be in PTIME/ ), as follows. The lemma shows that the
indices over A ®n of ~-closed interpreted predicates with respect to ~-closed
interpreted equivalences can be represented as polynomials in n, of constantly
bounded degree and with a range for the coefficients that is polynomially
bounded in |A| ((ii) of the lemma). All these indices are therefore uniquely
encodable as numbers to base n, of bounded length and with entries corre-
sponding to the above ranges for the coefficients. The numerical predicate S
of @ can therefore — to the extent that matters over structures 2 ® n with
|A] = m — be encoded in tables of size polynomial in m, with entries to be
understood as (tuples of) numbers expressed to base n.

5.3 Aside on Further Applications

Though not directly related to issues of fixed-point with counting, we present
two other simple applications of the technique developed in this chapter.
Namely we can prove that sparse and rigid quantifiers do not suffice to capture
PTIME.

A Lindstrom quantifier @ is called rigid if all structures in its defining
class are rigid, i.e. possess no non-trivial automorphisms.
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A relational structure 95 is called f-sparse if the number of elements of
B that occur in any of the predicates in B is at most f(|B]|). We call f sub-
linear if f(en)/n — 0 for n — oo for all c. Q is sparse if there is a sub-linear
function f such that all structures in @) are f-sparse

Let Q.paree and Q,.,:q be the classes of all sparse or rigid Lindstrom quan-
tifiers, respectively.

Theorem 5.11. Neither FP(QSWSS) nor FP(Qrig_id) comprise all FP*, in
particular PTIME € FP(QSpme),FP(Q“gM).

Sketch of Proof. The proof is straightforward if we consider once more the
functor I': (2, n) — A ® n and the associated pull-backs.

Consider rigid quantifiers first. Let (2 ® n,¢) be such that n exceeds the
arity of ¢. Then (A®n, ¢) has non-trivial automorphisms and no structure that
is interpreted with parameters ¢ over 20 ® n can be rigid. In other words, the
pull-back of any rigid quantifier corresponds to the trivially false quantifier
QL = 0 for all sufficiently large n.

Consider now a sparse quantifier and its pull-backs involving parameter
tuples ¢ of arity ¢. For sufficiently large n, any relation that is interpreted
over (2 ® n,¢) either only contains subtuples of ¢, or it contains a non-
trivial orbit under the automorphism group of (2 ® n,¢), which grows at
least linearly with n. But for sub-linear f the bound f(]A|n) grows slower
than n, so that for sufficiently large n, @) can evaluate to true at most on
those trivial structures whose relations consist of subtuples of ¢. These are
finitely bounded in the size of their relations and in number. In restriction to
their fields, these relations can thus be distinguished up to isomorphism even
in first-order. For sufficiently large n the entire information in the QI thus
is, which of these trivial structures are in ), when embedded in the universe
of size |A|n. Therefore the QL reduce to cardinality quantifiers of type (.

We thus find that the pull-backs of FP(Q,,.)-definable classes are FP-
definable. The pull-backs of FP(Q.,....)-definable classes are definable in
the extension of FP with cardinality quantifiers of type () if only the pull-
back function v is sufficiently fast growing. In particular the latter are in
PTIME/,.,, once more. This proves the desired separations. ad
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Remarks. In a paper [Ott94] on simple Lindstrom extensions the above re-
sults (with the exception of the case of sparse quantifiers) have been presented
under a slightly different angle. The emphasis there is on quantifiers that
express simple properties in the sense that these properties themselves are
robust with respect to certain trivial extensions and can be decided in terms
of invariants of sub-exponential range. In the case of counting quantifiers such
invariants consist of numerical functions that count tuples in predicates; their
range is clearly polynomial. I have here chosen to stress the technical basis
of the separation proofs rather than a notion of simplicity. This basis is the
same really for the applications here and in [Ott94], apart from the small
difference that here we work with trivial products rather than with trivial
sums. This variation is motivated by the formally smoother encoding schemes
available over trivial products. The new application to sparse quantifiers is
also due to this change. It relies on the property of trivial products that the
pull-backs of sparse relations are sparse themselves. This is not true for trivial
sums. Conceivably the general technique applies to other natural classes of
quantifiers that might require yet other scaling functors I



6. Canonization Problems

This is the first of two chapters dealing with canonization. In this chapter
we consider canonization up to logical equivalences =%, in particular for
the logics £ = L% and CF . We investigate the relation between PTIME
canonization, PTIME inversion of the invariants, and the existence of recursive
presentations and normal forms for related fragments of PTIME. It is shown
for instance that PTIME invertibility for the I+ for all £ would imply that
FP+C captures exactly all queries that are PTIME computable and C¥% -
definable. This and similar implications are of a hypothetical status, however:
the problem of PTIME invertibility — and of PTIME canonization for C* and
L* — remains open for arbitrary k. We show in this chapter that the general
case essentially reduces to that for the three variable fragments. An explicit
solution to the problem for the two variable fragments will be presented in
the next chapter.

e Section 6.1 reviews the general notion of canonization and discusses canon-
ization with respect to isomorphism in connection with algorithms on struc-
tures.

e In Section 6.2 PTIME canonization for =% is related to recursive presenta-
tions of fragments of PTIME.

e Section 6.3 discusses PTIME inversion of the Iox and Iy« in relation to can-
onization and normal forms for the related fragments of PTIME. In particular
we present theorems on the impact of PTIME invertibility of all Ix, respec-
tively all Iy (in the sense of Definition 6.9), on the classes PTIME N C¥.
and PTIMEN LY, .

e The reduction of these results to the three variable fragments is presented
in Section 6.4.

6.1 Canonization

For the general notion of canonization compare Definition 1.57 and related
remarks in Section 1.7.1. Formally a function H provides canonization for
~ if it satisfies two conditions. For all  we want H(x) ~ = and whenever
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x ~ ' then H(x) = H(z'). Dealing with finite structures as basic objects and
considering computable canonization with respect to an equivalence relation
on some fin[7], we require H(2) to be a structure with standard domain,
H () € stan[r]. Compare in particular Definition 1.61.

An important case is the canonization problem of combinatorial graph
theory, namely the problem of canonization of finite graphs up to isomor-
phism. This is often also termed graph normalization. The same problem ap-
plies to any other class of finite structures, in particular to the entire classes
fin[r] for arbitrary finite relational vocabularies 7. Normalization for any
fin[7], however, reduces to graph normalization for most purposes. This is
because there are natural encoding schemes mapping relational structures of
an arbitrary fixed vocabulary to graphs in a way that would be compatible
with normalization. With encodings by means of relativized interpretations
of 7-structures in graphs, standardization of the parent structure (the graph)
immediately induces a corresponding standardization of the interpreted -
structure.

The problem of finding a standard representative up to isomorphism for
relational structures is closely related with the analysis of algorithms over
structures as discussed in the introduction (compare also Section 1.2). Stan-
dard models of computation require the input structure to be represented as
a string over some alphabet. This is possible in a canonical way for ordered
structures since these admit a trivial low complexity normalization procedure.
Let < € 7 and recall that ord[r] stands for the class of finite T-structures that
are linearly ordered by <. The natural canonization then is

H:ord[r] — stan|7]
A=(A,<%..)) — (A, <),

where (JA], <41, .) is the unique structure in stan[r] with the natural or-
dering, that is isomorphic with (A, <®,...). If a priori we admit an arbitrary
representation also for 2 € ord[r] through an arbitrary isomorphic represen-
tative in stan[r] we find that this functor H is computable in LOGSPACE.

It is difficult to imagine any feasible representation of the isomorphism
type of finite structures for standard computational models and in particular
the Turing model, that does not implicitly introduce a linear order on the
domain of the given structure. In general one therefore has to admit repre-
sentations of the abstract structure 2 € fin[7] through arbitrary isomorphic
representative in stan[r] — or, equivalently, through the introduction of an
arbitrary ordering for representational purposes. Uniqueness of the represen-
tative is given up and the notorious invariance problems have to be dealt
with. Algorithms for structures have to satisfy a semantic invariance condi-
tion, since the outcome of the computation must be independent of the input
representation.

This problem can be side-stepped, however, if there should be a feasi-
ble construction of unique representatives after all. In the general case this
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requires a feasibly computable functor

H:fin[r] — stan[7]
A — HA,

satisfying VA H(2) ~ 2,
VAV A ~A — H(A) = HQ).

It is here irrelevant whether we regard fin[7] or stan[r] as the domain of
this functor. A functor H with these properties is a computable canonization
functor with respect to isomorphism on fin[r] in the sense of Definition 1.61.
In the context of logics for fragments of PTIME “feasible” here means “PTIME
computable”. It is not known whether there is a PTIME normalization pro-
cedure for all finite relational structures, or equivalently for the class of all
finite graphs. It is clear that PTIME graph normalization would immediately
yield a PTIME algorithm for the graph isomorphism problem. The status with
respect to complexity of the graph isomorphism problem, however, is a no-
torious open problem.

For an upper bound on the complexity of graph normalization one can at
least show that it is contained in A5 at the second level of the polynomial
hierarchy. A5” is the class of those problems that admit a PTIME solution
relative to an oracle in NPTIME (and NPTIME = X}°).

Example 6.1. There is a graph normalization functor H in A5,

For the oracle we choose the weak subgraph isomorphism problem. The
weak subgraph relation &; C,, &> holds if the universe of &; is a subset
of the universe of &5 and if all edges of &, are also edges of B5. Let O be
the set of all standard encodings of pairs of graphs (&1, ®3) where &; is
isomorphic with some &} Cy, ®5. Obviously O is in NPTIME, in fact it is
NPTIME-complete.

Relative to the oracle O we get the following PTIME algorithm 4 for graph
normalization.

On input (n, E), a graph on standard domain n, A successively computes
edge relations E,, Cm xm form =1,...,n, where £y = () and , for m > 1,
FE,, is the lexicographically maximal element of the set

gm — {Rg m X m ’ FE,,—1 C R and ((m7R)7(n,E)) S O}

The lexicographic ordering on the R C m xm is the usual one if R is identified
with the sequence of values of its characteristic function xx(0,0), xz(0,1),
covy Xr(m —1,;m — 1). It is easily shown inductively that the S™ are non-
empty. All the (m, F,,) will actually be isomorphic with subgraphs of (n, E),
as any addition of more edges to some R is an upward move in the lexico-
graphic ordering. In fact (m, E) automatically is the lexicographically maxi-
mal graph of size m that is isomorphic with a subgraph of (n, E).

Therefore H(n, E) := (n, E,) is as desired. It remains to argue that the
E,, can be determined in PTIME relative to O, which is not quite obvious at
first as in general S™ is of exponential size in m.
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But to compute E,, from E,,_; it suffices to settle the values of x = x&,,
at (0,m—1),...,(m—2,m —1). All other entries are in fact determined:

(i) x(m —1,m — 1) = 0, by irreflexivity of E,,.
(ii)) x(m —1,5) = x(4,m — 1) for j < m — 1, by symmetry of E,,.
(lll) X r (m - 1) X (m - 1) = XEm-1>
because E,, D Ep—1 and Ep, [ (m—1) x (m— 1) <o Fr—1-

That sequence x(0,m —1),...,x(m — 2, m — 1) that leads to the lexico-
graphically maximal F,, can be constructed as follows.

Put x°(0,m — 1) = ... = x°(m — 2,m — 1) = 0; the resulting E?, equals
E,,_1 and thus is in S™. Proceeding inductively, let x’T! be ¢ with the
value at (j,m — 1) changed to 1 if the EJ ! that is so obtained is in S™, and
X7t = x7 otherwise. Then x := x™ ! is as desired.

If PTIME canonization up to isomorphism is unlikely to be attained, it is
sensible to consider canonization with respect to rougher, and in particular
logical notions of equivalence instead of isomorphism.

6.2 PTiME Canonization and Fragments of PTIME

Definition 6.2. Let £ be a logic, =~ the induced notion of equivalence on
fin[r] and on fin[r;r]. A PTIME computable functor H:fin[r] — stan[r] pro-
vides PTIME canonization up to =% on fin[r] or canonization for £ on fin[r]
if the following are satisfied:

Vel H(A) =€ 9,
VAV A =LA — H(A) = HE).

The analogous requirements are imposed on a functor H:fin[r;r] — stan[r; 7]
for PTIME canonization on fin[r;r]|.

Canonization up to = determines a unique standard representative
within each class of L-equivalent finite structures, respectively of finite struc-
tures with parameters. The difference between canonization for plain struc-
tures and structures with parameters is inessential for the logics under con-
sideration, because =C" and =L satisfy the requirements of the following
lemma. Recall that =C* and =" are in PTIME as relations on fin[r; 7] for
all r < k, because the invariants for L¥ and C* on the fin[r;r] are PTIME
computable. Compare Corollaries 3.9 and 3.14.

Lemma 6.3. Let £ be such that =* is in PTIME as a relation on fin[r;7]
and such that A =~ A’ implies that A and A realize the same L-types of
r-tuples: A =F A = TpL(Ql; r)= TpL(Ql’; r).

Then any PTIME canonization functor H:fin[r] — stan[r] extends natu-
rally to a PTIME canonization H:fin[r;r] — stan[r;r] on fin[r;r].
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Sketch of Proof. The following extension of H satisfies the requirements —
we denote it H as well. Let H(2,a) := (H(),b) where b is the lexi-
cographically least r-tuple over the standard domain of H(2l) for which

(H(),5) =£ (2,a). o

PTIME canonization bears the following simple yet fundamental relation-
ship with recursive presentations of fragments of PTIME.

Lemma 6.4. Let H provide PTIME canonization up to = on fin[r] and on
the fin[r;r]. Then the class of all those queries over fin[r] that are PTIME
computable in the usual sense and closed with respect to =*, is recursively
enumerable. In fact the following are equivalent for any boolean query @ C

fin[7]:

(i) Q is closed with respect to = and Q is in PTIME.
(i) @ = {2 f H() € Q} and there is a PTIME algorithm that recognizes
Q N stan|7].

For an r-ary global relation R on fin[r] the following are equivalent:

(i) R is closed with respect to =~ and PTIME-computable.
(ii) R* = {a € A|be R® where (B,b) = H(,a)} and there is a PTIME
algorithm that, applied to H(A,a) = (B,b), decides whether b € R®.

Note that the algorithms in (ii) are not subject to any semantic con-
straints, since these algorithms need merely realize boolean functions on
stan[7] or stan[r;r], respectively. A natural recursive set of representatives
consists of all algorithms that first check the input size, then initialize some
counter to a fixed polynomial in this size and terminate their computation
after this pre-set number of steps (polynomially clocked algorithms).

Sketch of Proof. We indicate the proof for boolean queries. Observe that =%—
closure is equivalent with @ = {2 | H(A) € Q}. Therefore, any PTIME
algorithm A that recognizes an =*closed class @ is semantically equivalent
with Ao H. For (i) = (ii) use A in restriction to stan[r]. For the converse use
A as given in (ii) and compose it with H to get the PTIME algorithm Ao H
which computes the boolean query @ over fin[r]. a

Definition 6.5. Let PTIMENL stand for the class of all those global relations
that are both in PTIME and L-definable.

Recall from Lemma 1.33 that for logics £ that are closed under countable
disjunctions and conjunctions and under negation, £-definability coincides
with closure under =*. Lemma 6.4 therefore yields a connection between
PTIME canonization for £ and a recursive presentation for PTIMENL. Assume
for the following definition that H:fin[r] — stan[r] provides canonization on
fin[r] and extends to functors H:fin[r;r] — stan[r;r] on the fin[r;7] in the
sense of Lemma 6.3 above.
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Definition 6.6. Let PTIME(H) stand for the class of all queries that are
PTIME computable in terms of the images under H. More precisely,

(i) a boolean query Q on fin[r] is in PTIME(H) if membership of A in Q is
a PTIME property of H(2L).

(ii) an r-ary query R on fin[r] is in PTIME(H) if membership of @ in R*
is a PTIME property of H(2,@).

Again, as the PTIME algorithms mentioned in the definition are not sub-
ject to additional semantic constraints, PTIME(H ) is recursively presented
through all compositions of polynomially clocked algorithms with some fixed
algorithm for H.

Lemma 6.4 can be rephrased with this notion of PTIME(H) as follows. We
state it for £ = C%  or L* . Note that for these any PTIME canonization
on fin[7] extends to all fin[r;7] with » < k by Lemma 6.3. This is sufficient
for the statement below since there are no L¥__- or C¥ -definable queries in
arities greater than k.

Corollary 6.7. Let L= CX  or Lk, andlet H provide PTIME canonization

oow

for L on fin[r]. Then H extends to the fin[r;r] for r <k and
PTIMEN £ = PTIME(H).

In particular PTIME N L is recursively enumerable (i.e. admits a recursive
presentation).

6.3 Canonization and Inversion of the Invariants

As sketched in the abstract setting in Lemma 1.60, canonization problems
are generally related with inversion problems for complete invariants. While a
canonization H must assign representatives, complete invariants may assign
any kind of values that are characteristic of classes. Canonization may be
obtained from an invariant if it is possible to reconstruct a typical member of
each class on the basis of the value of that class under the invariant. The mere
existence of such an inverse is obvious from the definitions. Its complexity,
however, is critical. Different complete invariants for the same equivalence
relation might lead to entirely different inversion problems in particular with
respect to complexity.

We return to the canonization problem for the C%  and L* . The func-
tors Iox and Ipx provide complete invariants. Recall that we write Io» and
Ipx for the complete invariants on fin[7] as well as for their natural extensions
to the fin[r;7] for r < k. We shall see below that also with respect to the
corresponding inversion problems a solution for I« or Iox on fin[7] naturally
extends to a solution over the fin[r;r]. We restate for convenience the defi-
nition of an inverse to a complete invariant, Definition 1.59, in the present
context.
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or Lk

oow

Definition 6.8. Let L = C*_ | I the corresponding invariant. A
function

F:{Ip(A) ‘ 2l € fin[7]} — stan[7]

is an inverse for I on fin[r] if it satisfies: VA F(Iz(A)) =F A. The anal-
ogous condition applies for inverses of Ip on fin[r;r] for r < k. Equivalently
these conditions can be put as Iz o F = id on image(Iz).

Generally an inversion of a complete invariant yields a canonization sim-
ply through composition of the inverse with the invariant itself (Lemma 1.60).
Also a PTIME computable inversion F' here yields PTIME canonization, since
the Iy themselves are PTIME computable. Note however that the converse
need not a priori be true. It is conceivable that H provides PTIME canon-
ization while the associated F' defined by the requirement that H = F o I
might not be in PTIME. In fact, for the LX  with k > 3 we already know
that inversion of I » cannot be in PTIME in the usual sense, simply because
the image under F' might necessarily be of a size that is exponential in the
size of the argument. See Example 3.23. The following definition takes care of
this obvious obstacle and defines PTIME inversion for the Iy« as an inversion
that is polynomial time computable in terms of the size of the desired image.

Definition 6.9. We say that Io» admits PTIME inversion if there is an in-
verse F' for Iox that is PTIME computable in the usual sense.

I admits PTIME inversion if there is an inverse F' for Ix, such that for
allA, F is computable on I« () in time polynomial in min{|B| ‘ B =L" A}
To mark the difference in the complexity requirement let us say that such F
18 computable in PTIME".

In either case we shall speak, however, of F' as a PTIME inverse of the
invariant.

PTIME canonization and PTIME inversion for the L* are discussed in
Dawar’s dissertation [Daw93] and in [DLW95]. The appropriate notion of
PTIME inversion of Iy« is put forward there and the question whether I«
admits PTIME inversion in this sense is formulated as an open problem.

A natural and intuitively stronger definition of PTIME inversion for Iy«
would be to require an algorithm that takes as its input pairs (I« (2(),n) and
produces in time polynomial in max{|Iy«(2)|,n} a structure B € stan|r]
of size n with B =L" 2 if such exists. From such an algorithm a PTIME
inverse in the sense of the preceding definition is obtained through application
to (Irx(2A),n) for growing n until a successful output is constructed. This
exhaustive search for a standardized pre-image under Ir» (of minimal size
even) is still polynomial in the size of a minimal solution.

We come to the extension of inverses to the Ir. and Ior on fin[r] to
inverses of the extended invariants on fin[r;r], r < k.
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Lemma 6.10. Let £L = CE  or Lk and Iz = Icx or Ipk, respectively.
PTIME inversion of I on fin[r] extends naturally to PTIME inversion of Iy

on fin[r;r] for r < k.

Sketch of Proof. Assume F:{I.(2) | 2 € fin[r]} — stan[r] is an inverse to
I on fin[7]. Recall that the extension of I to fin[r;r] maps (2, a) to the ex-
pansion of Iz () in which the L-type of @ is marked: I(2, @) = (12(%), [a]).
Extend F to fin[r;r] by putting F(I-(,@)) := (F(Iz()),b) for the lexi-
cographically least tuple b in the standard domain of F(I(2()) which sat-
isfies I (F(Iz(2)),b) = Iz(A,a@). The search for this tuple is polynomi-
ally bounded in the size of F(I(2)). Therefore if F' is PTIME, respectively
PTIME" in the sense of the preceding definition, on fin[7], then so is its ex-
tension to fin[r; 7). O

Theorem 6.11. Let £L = CE  or L¥ . and correspondingly Ip = Ik or
Ir.. If F' is a PTIME inverse for I, then H := F o I, provides PTIME can-
onization for L. Moreover this composition is compatible with the respective

natural extensions of the Ir, H and F to the fin[r;r] for r < k.

Sketch of Proof. We check the requirements in the case of I;». H maps 2 €
fin[r] to a standard structure equivalent with 2, since Irr o F o Irr = I
by the definition of inverses. As a composition with I;~, H certainly maps
L*-equivalent structures to the same image. It remains to check that H is in
PTIME, even if F' is computable only in PTIME" in the sense of Definition 6.9.
Since min{|B| | B =L* 2A} < |2, the computation of F on I« () is still
polynomial in terms of |2|.

Compatibility with the extensions to cover fin[r; r| instead of fin[7] follows
directly from the definition of these extensions. See in particular the above
lemma and compare with Lemma 6.3. a

Combining Corollary 6.7 with Theorem 6.11 we get the following connec-
tion between PTIME inversion of the I and the capturing of PTIMENC¥_ .
Recall Definition 4.17 for the classes PTIME(ICk). The global relations in
PTIME (Ick) are those that are PTIME computable over the invariants Iok.
Logically the same class is representable by the logics FP (I Ck) also discussed
in connection with Definition 4.17 and Theorem 4.18.

Theorem 6.12. If Ior admits PTIME inversion, then

PTiME N CE , = PTIME(Ior) = FP(Icn).

k=
Proof. Let F be a PTIME inverse for I-«. The non-trivial inclusion PTIME N
Ck,, C PTIME(Icw) follows from Corollary 6.7 if we observe that F o I«
provides PTIME canonization for C% : PTIMEN CY , C PTIME(F o Ior) C
PTIME(Icx), as F is in PTIME. O

Putting Theorem 4.18 — FP+C = |J, FP(Ior) — and the last theorem
together, we obtain the following hypothetical theorem.
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Corollary 6.13. If the Ior admit PTIME inversion for all k, then
PriMENCY,, = FP+C.

oow T
For the L% the situation is somewhat less smooth because of the possible
collapse in size that can occur in the passage from 2 to I« (2l). Note that,
because of this potential collapse, it is not true that — as in the proof of
Theorem 6.12 — PTIME(F o ILk:) C PTIME(ILk) for a PTIME inverse F' of
Ir. (which need actually only be computable in PTIME™).

Theorem 6.14. Assume I;x admits PTIME inversion through F. Then
PTiMEN L%, is recursively enumerable. A boolean query is in PTIMEN L, |
if it is computable on the basis of the Iy () in time polynomial in the size of

F(ILk (Ql)) Similarly for the computation of an r-ary global relation in terms
of the Ipx (A, a).

Let us say that I« is bounded on a class K C fin[7] if there is a polynomial
p such that || < p(|Ix(2A)|) for all A € K. Obviously, if Irx is bounded
on K, then so is I}, for all ¥ > k. Suppose that I+ is bounded on K
and that I;» admits PTIME inversion through F'. Then F' must in fact be
computable in PTIME rather than in PTIME™: F(ILk (Ql)) must be polynomial
time computable in terms of | A| by definition, and |A| is polynomial in the size
of I'tx(2l) for bounded Irx. The following is then proved in precise analogy
with Corollary 6.13 above.

Corollary 6.15. If the I;. admit PTIME inversion for all k, then
PriMENn LY ,=FP onK

for all classes IC on which Ix is bounded for some k.

6.4 A Reduction to Three Variables

We exhibit a reduction technique that shows that PTIME canonization and
PTIME inversion for the L*  and C%  with arbitrary k essentially reduce
to the three variable cases. ‘Essentially’ because the proposed reduction does
not work in a k-by-k fashion but rather introduces a shift in the number
of variables of the following kind. Assuming for instance PTIME invertibility
of Ics we get a PTIME construction that, given Iom (21) for certain m > k,
yields a standard structure that is C*-equivalent with 2. The effect of this
mismatch is smoothed out, however, if we consider the effect with respect to
the unions across all levels k. For instance, from PTIME invertibility of Ios
we shall still get FP+C = PTiMEN CY .

Here are the precise statements concerning the reduction, first in terms of
canonization, then in terms of inversion of the invariants. Note that a priori
these statements might be of independent interest, since the existence of a
PTIME canonization procedure does not, as far as we can see, imply PTIME
invertibility of the particular invariants considered here.
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Theorem 6.16. Suppose C>_ admits PTIME canonization. Then there is

oow

for each T and each k a PTIME functor K3%F:fin[r] — stan[r] such that

VRl KBRE() =CF 9,
vaval A =" — KRR = KREL).

The same statement holds of the L. and under the assumption that L3,
admits PTIME canonization.

Note the difference between K3%* and a canonization functor with respect
to Ck . While K3** also produces C*-equivalent standard structures, these
representatives may depend not only on the C*-theory of the given struc-
ture but on its C**-theory. The analogous reduction result for the inversion
problem is the following.

Theorem 6.17. Suppose Ics admits PTIME inversion. Then there is for
each 7 and each k a PTIME functor G®**: image(Iosr) — stan[r] such that

VR GPF (T (1)) =€ 24,

or equivalently, Ics o G3%F = IT3%k where IT3** is the obvious projection that
sends Igsr () to Ion (). Again, the same holds (for PTIME® computability)
with respect to the LX  and I« and under the assumption that I1s admits
PTIME ‘nversion.

The appropriate notion of PTIME* computability for G3%F: image(I s ) —
stan[r] is the following: G3**(I.s.(2)) has to be computable in time poly-
nomial in the size of a minimal 9B that is L3*-equivalent with 2.

For our present purposes we thus have the following corollaries. The first
is in terms of PTIME canonization for the three variable case, the second in
terms of PTIME inversion for the three variable invariants. In both settings
we find that the general statements of Corollaries 6.7, and Corollaries 6.13
and 6.15 respectively, reduce to the three variable cases if we consider the
overall effect on the unions across all £, PTIMEN CY,,, and PTIMEN LY, .

oow
Corollary 6.18. Let L = C%, or L%, respectively. Assume that C3,
respectively L2, admits PTIME canonization. Then PTIMENL is recursively

enumerable; in fact

PTIME N L = U Prive(K3FF),
k

where PTIME(K?”“”“) is formally defined in analogy with Definition 6.6 for
the functors K3%* as characterized in Theorem 6.16 (and their natural ex-
tensions to the fin[r;r] where r-ary queries rather than just boolean ones are
concerned,).
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Sketch of Proof. Consider £ = C¢ . Both inclusions are in fact obvious.
Any query in some PTIME(K?’k’k) is in PTIME, and also in C3¥  since the
image under K3%* only depends on the C3¥ _theory of structures. For the
converse inclusion note that any query in PTIMENCE | can without affecting
its semantics be evaluated after application of K3%* because K3** preserves

C*-equivalence. a

Corollary 6.19. (i) Assuming that Ics admits PTIME inversion we get:
PriMENCY,, = FP+C.
(i) If Irs admits PTIME inversion, then PTIMEN LY = FP on all classes
on which I« is bounded for some k.

Sketch of Proof. We indicate how the claim for boolean queries in PTIME N
C , follows from Theorem 6.17. Suppose that Q C fin[r] is in PTIMENCE .
Let A be a PTIME algorithm that recognizes (). Then 2 € Q if and only
if G3kF (I03k (2[)) € Q if and only A o G3** o Ioar accepts 2. The latter
composition is in FP4+C because Iqsx is FP+C-interpretable over the 2A*
and A o G3FF is FP-interpretable as a PTIME functor on the ordered Ica.
Closure of FP+C under interpretations (Proposition 4.8) yields Q € FP+C.
The converse inclusion FP+C C PTIME N C¥ , is obvious anyway (compare
Corollary 4.20).

For the case of PTIME N LY, , compare the appropriate modifications in
Corollary 6.15 to adapt the argument to obtain (ii). O

Whether or not the three variable cases are solvable, remains open. The
reduction achieved here therefore remains hypothetical. The two variable case
is settled positively in the next chapter. In view of the above statements, a
positive solution in the three variable case would be a major break-through
in the understanding of the bounded-variable fragments of PTIME. The re-
duction argument itself is of interest because it also applies to other model
theoretic questions about the L¥  and C% , in particular we think of ques-
tions related to spectrum properties for these fragments, cf. [Ott96b]. For the
present investigation it also illustrates where the essential power of three, as
compared to two variables lies. At a more technical level it may also indicate
potential obstacles for three variable canonization.

It might be worth pointing out that 3 is just the minimal number of
variables for which we can show the reduction to go through. The reduction
argument applies, essentially unchanged, to any other number of variables
above 3. (And indeed, it is not clear why for instance k-variable canonization
for some k > 3 should directly yield 3-variable canonization.)

None of the material in the rest of this chapter will be used in the last
chapter on two-variable canonization.

6.4.1 The Proof of Theorems 6.16 and 6.17

The following definition of the k-th power of a relational structure resembles
the definition of the game k-graphs, Definition 2.26. Here we include more
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complete information about the equality types of pairs of k-tuples for reasons
that will become apparent below.

For finite relational 7 let 7! consist of unary predicates Py for 6 €
Atp(7;k) and binary predicates 2 for 1 < 4,5 < k. The intended inter-
pretation for the latter — over some A¥ — is that (@,@’) € 2 if q; =aj. We

shall write @ 2 @ instead of (a,a’) € 2.

Definition 6.20. For 2 € fin[r] let the k-th power of 2 be the following
structure A in vocabulary T :

Qi) — (Ak, (&), (Pe)),

with the natural interpretations for the Py and the =2. Denote by I}, the
functor that takes A to its k-th power A" . Let I'; (fin[r]) C fin[r1"]] denote the
closure under isomorphisms of the class of all k-th powers A* for A € fin[r].

Just as the game k-graphs A, the 2A*! are quantifier free interpretable
in the k-th power over the given structures 2(.! Moreover, the game k-graphs
A® are quantifier free (and directly) interpretable over the 2A™*: the edge
relation E; of the game k-graphs is the intersection of the = for all ¢ # j.
Note, however, that conversely the = are not quantifier free definable from
the Ej.

The crucial fact for the desired reduction is that the C*-theory (respec-
tively L*-theory) of 2 is fully captured by the C2-theory (respectively L2-
theory) of the k-th power ¥ of 2. This follows directly from Proposition 3.25
where it was shown that even the C2?-theory of the game k-graph A® de-
termines the C*-theory of 2. Clearly, the C?-theory of A* determines that
of 2™ owing to quantifier free interpretability of 2* in 2!, In fact Propo-
sition 3.25 says that the k-variable invariants Iox () or Ipx () are PTIME
computable (FP-interpretable) in the 2-variable invariants of the game k-
graphs, Io2 (Ql““’) or Iz (Ql““)). This carries over to the 2A* as well as for
instance Iz (A®) is PTIME computable (FP-interpretable) in Iz (). We
thus have the following, as a corollary to Proposition 3.25.

Proposition 6.21. The two-variable theories of the k-th powers fully deter-
mine the k-variable theories of the base structures:

AW =L o A=A and AW =TT = A= 9,

Moreover, Iox () and Ip«(A) are PTIME computable from Ic:(A™) and
Iy (QU’“’]), respectively.

! There is no conflict with the notion of interpretability in the k-th power: this
notion may be identified with (direct) interpretability over the (interpreted) 2A*.
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Canonization or inversion of the invariants in the three variable case will
prove to be sufficient for Theorems 6.16 and 6.17 because being a k-th power
is definable in three variables, in fact even in L3

Lemma 6.22. Let the arities in 7 be at most k.

(i) There is a sentence ¢ in L3, [™™] such that fmod(yp) = I, (fin[r]).
(i) A is PTIME computable from A",

More precisely, (ii) is to say that there is a PTIME algorithm that maps
€ € stan[r"] N I (fin[7]) to a structure B € stan[r] such that B* ~ ¢

The proof of the lemma is postponed — we first show how it applies
to prove Theorems 6.16 and 6.17. For this we need one more simple lemma
about an interpretability relation between certain invariants.

Lemma 6.23. Let m > 2. Then the m-variable theories of of the k-th powers
are fully determined by the mk-variable theories of the base structures:

A=L"" o = A =T and A=A = A =T

Moreover, Icm (Q([k]) and Irm (Ql[’“]) are PTIME computable from I cmx (2[) and
Ipm (2[) , respectively.

Proof. The proof is similar to that of Proposition 3.25: it suffices to check
that the entire inductive generation of the pre-ordering underlying the m-
variable invariant of ™ can be simulated over the mk-variable invariant of
2. Let ~; and <; be the stages in the generation of =¢" and < over A* as
required for Igm (QU’“]).

Writing a = (6(1), e ,E(m)) for mk-tuples over A we indicate their identi-
fication with m-tuples over A*. A ~;-class a can be represented over Iom (Ql)
as

a= {tpcmk (a) ‘ (6(1), o ,E(m)) € a}.

At the atomic level, i = 0, this representation is sound because the atomic
T type of (6(1)7 .. ,6(7”)) is directly determined by the atomic 7-type of @.
It remains to consider the refinement step — soundness of the representation
and PTIME computability in terms of Iomx (Ql) Let a be a =s;-class, « its
representation. The refinement step is governed by the counting functions

— . 7()
ve@ = {89 ] @®,....am)E" ¢ o}

— . mk (3)
(B9 | g™ (@).....a") ) € o

These values clearly only depend on the C™*-type of @, and they are PTIME
computable from (Icvnk (Ql) , g). In fact v§" (@) is the cardinality of a definable
k-ary predicate, definable in terms of a union of C™*-equivalence classes that
is represented over Iomx (Ql) through a. a
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Proof of Theorem 6.16. Let H? be a PTIME canonization functor for C3
on fin[71]. By definition H® satisfies for all A*: H3 (M) =C" . With
Lemma 6.22 we conclude that H?(2™) € I, (fin[r]), since A* € I}, (fin[r])
and I (fin[7]) is closed under C3-equivalence. Therefore H3 (™) ~ B for
some B € stan(7] that is PTIME computable from H?(2™*) by Lemma 6.22.
We infer from Proposition 6.21 that 95 =C" 9. By Lemma 6.23, H? (QU’“]) and
therefore the resulting B are fully determined by the C3*-theory of 2. The
composite mapping I}~ Lo H3 o I, is thus seen to satisfy the requirements on
K?3k3 in the theorem. The statement concerning the L* rather than the C*
is obtained in exactly the same manner. ad

In complete analogy we also prove Theorem 6.17.

Proof of Theorem 6.17. Consider first the case with counting quantifiers.
Assume that F? is a PTIME inverse for Ios. For all 9B8: F3 (Ics(%)) =C" 3.
Since membership in I (ﬁn[r]) is a C3-property by Lemma 6.22, F3 restricts
to {Ica(B) | B € I (fin[r])} such that

F?:{Ics(B) | B € I (fin[r]) } — stan[r™™] N I} (fin[r]).

Let I be the mapping I: Igsx () — Ios (QU’“]), which is in PTIME accord-
ing to Lemma 6.23. The composite mapping G3FF = kal o F3 o I satisfies
the requirement of Theorem 6.17:

VoL Gk (IC.% (91)) =C* g
This is because
F3 o I(Igan () = F2(Ies (AM)) =7 AW = [(2).

I o F3 o I(Ige(A)) =C" 9 now follows with Proposition 6.21.

For the case of L* one merely checks in addition that the modified notion
of PTIME inversion adapted to the Iy r carries over from the corresponding
given I® to the composite mapping G®**. Note that the minimal size of
structures B that are L3-equivalent with 2A* is bounded from above by the
k-th power of the size of any structure B’ that is L3*-equivalent with 2. O

Proof of Lemma 6.22. Obviously any A" satisfies the following axioms
that are all in L2 .

(1) /\V:Ny(x Yy ey x)
i,

(2) VxVy(/\x Zye— o= y).

(3) N\ vavyve(eLynye —ats).

3,0
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4) /\ VxVyElz(/\zgx/\/\zgy).
sC{1,....k} i€s ids

Axioms (1) — (4) exclusively concern the equality structure. We add a finite
schema of axioms that formalize compatibility conditions between the atomic
types as encoded in the Py and the equality structure described by the =£. Let
¥ be the set of all quantifier free 7/*-formulae in two variables x and y that
are valid in I, (ﬁn[T]); we can restrict these to some syntactic normal form
to keep the set finite without changing its semantics. In fact, the quantifier
free kernels of (1) and (2) above are also represented in ¥. Thus (1) and (2)
become redundant when we now further put

(5) Vavy N\ v.

YeEW
We first show that

any (i’:j)—structure satisfying (1) — (4) is isomorphic with a structure

A > e
®) ({0, sy — 1R (:J)) with the natural interpretation for the =.

The isomorphism is unique up to a permutation of n = {0,...,n — 1}.

To prove (A) let B = (B, (2 ®)) be a model of (1) - (4). Observe that
(1) — (3) imply that the = are equivalence relations on B whose common
refinement is equality. Denote by [b]; the equivalence class of b with respect
to =. It follows from (2) that

B — HlB/;
b — ([b]lv"'a[b]’f)

is an injection. We show that (4) implies 7 is surjective. Assume to the
contrary that some ([b1]1, ..., [bx]x) is not in the image of 7. Then at least
one of

(o115 s Brali2 Bl nali)
or ([51]1, ooy [br—2k—2, [brlk-1, [bk]k>

is not in the image of 7. Otherwise, choosing pre-images under m of these
for z and y and applying (4) with s = {1,...,k — 1}, one would get a pre-
image of ([bl]l, R [bk]k) Proceeding inductively we obtain that for some b,
([b]1, .-, [b]x) is not in the image of &, which is clearly absurd. Therefore m
is a bijection. By definition it maps = to equality in the i-th component.
Finally, the 2 ® induce bijections between the different factors B / =
This follows from (3): (3) implies that 2 is closed under 2 on the left and
under £ on the right, so that it factorizes to yield a binary relation between
B/ = and B/ 2. We claim that in this sense it becomes the graph of a
bijection. For reasons of symmetry (1) it suffices to show injectivity, or that
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bi ZbAby ZUVALEY = by = by,
which is immediate from (3) and (1). Let p*: B/ 2 — B/ % be this bijec-

tion. Then . .
mB — (B/Z=)x---x(B/=Z)

b (),

is an isomorphism between B and (B/ =)* with the standard interpretation
for the 2. We have shown that (A) holds. The proof also shows that the
desired isomorphism with some ({0,...,n — 1}, (:J)) is unique up to the
choice of an identification of B/ = with the appropriate set n. If 9B is itself
presented as a standard structure over some {0, ...,n* — 1}, then the natural
order on B induces an ordering of B/ = which can be used to determine a
unique isomorphism of B with ({O, R R U (:J)) This isomorphism is
constructible in PTIME.

Assume now that B carries interpretations for the Py and is a model also
of (5). For the full claim of the lemma it remains to translate the information
in the Py to a 7-interpretation over n.

Let now m: (B[ (2)) — ({0,...,n— 1}* (%)) be an isomorphism with
the standard model of the equality part. (5) implies in particular that

(a) the P form a partition of B. Introduce the mapping ©: B — Atp(t; k)
which sends b to that § with b € PP.

(b) w(b) = (ma,...,my) implies that the equality type of (mq,...,my) is as
prescribed in ©(b).

(c) if w(b) = (ma,...,mg) and w(b') = (mf,...,m},), then the instantiations
(@(b))[m1,...,mi] and (O(V))[m],...,m}] are consistent, i.e. respect
the equality type of the tuple (mq,...,mg,my,...,m}).

It follows that {0,...,n — 1} can be expanded to a 7-structure 2 in a
unique and consistent way by the stipulation that atpg (m(b)) = ©(b). Thus
7 becomes an isomorphism between B and 2A*!. 2 can obviously be computed
from 7 and 28 in polynomial time, so that the second claim of Lemma 6.22
also follows. a

It is interesting to note that in the above L2  -axiomatization three vari-
ables are necessary for the transitivity conditions (3) and the sentence (4),
which ensures surjectivity of 7. A condition to the effect of (4) can actually
also be formalized in C2 . Let y, be the sentence

FMrx=x A /\Vmﬂ:syﬂc Zy
i

with m = n*, s = n*~1. Then (4) above can be replaced by \/, X». One

obtains an axiomatization of I, (fin[r]) in C3_, that uses three variables only

in the transitivity conditions for the 2 in (3).
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6.4.2 Remarks on Further Reduction

This aside is of a more technical nature. The proofs of Theorems 6.16 and 6.17
given in Section 6.4.1 need seemingly weaker assumptions than full PTIME
canonization (or inversion of the invariants) in the three variable cases. We
strengthen the formulation accordingly in this section. As all these consider-
ations remain hypothetical — we have no well founded conjecture whether
PTIME N CY,, or PTIME N LY, can indeed be captured — the interest in
these ramifications mainly is a technical one. We explicitly address the C*
in this aside, but once more everything translates to the L*. Consider the
situation with respect to canonization. The proof of Theorem 6.16 rests on

the existence of PTIME computable functors
Hy: fin[r"] — stan[r"] N I (fin[7]) (6.1)
such that for all € and ¢’ in the domain of Hy:

Hy(€) =" ¢

(6.2)
¢ =C" ¢ = Hy(€) = Hy(¢)

for some m. From these we obtain ‘weak canonization functors’ K™** from
fin[7] to stan[r] that satisfy

VA KRk () =CF 9

vavely A =0 U s KRR(RL) = KRRRL).

In the proof of Theorem 6.16 we have explicitly used this construction for

a proper canonization functor H for C2_  in place of Hy and with m = 3.

Note that in this special case both H (") € I'; (fin[r]) and H (A*)) =0" g
are consequences of the stronger requirement that
H (A1) =7 v,

Surprisingly, a twofold application of the reduction schema leads to a
further reduction in the assumptions expressed in equations 6.1 and 6.2.
One need only assume the existence of such Hy for k = 3. In particular this
amounts to a reduction to vocabularies 7% with a fixed set of binary relations
(2)1<i.j<3 and only unary predicates besides.

Proposition 6.24. Assume that for each T there is a PTIME functor
H:fin[ (7)) — stan[(71%)®] N I3 (fin[71])
such that for all €, & € fin[(r™)®] and some fized m:
H(€)="¢
¢="¢ - H(¢)=H(¥).
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Then Hy = Fgl o H o I's satisfies the conditions in equations 6.1 and 6.2,
with 3m in place of m and consequently K3k .= Fgl o F?jl oHolzo0l}
provides ‘weak canonization’ for CX.  in the sense of Theorem 6.16 on fin[r]:

VA KMk () =C" 9,
VAV A=A KRR (L) = K3,

Sketch of Proof. The crucial observation is that Hy := F§1 o Holjyis well
defined, has image in I (fin[r]) and satisfies for all 2 € fin[r]: Ho(A™™) ="
D/

Let 2 € fin[r], A" its k-th power. Let H((2A™)®) ~ B, By Propo-
sition 6.21 we know that (™) =C" 9 implies that AX =C" B. By
Lemma 6.22, B therefore is itself a k-th power. A further application of
Proposition 6.21 yields I}, ' () =" 9. As H(C) only depends on the C™-
theory of € by assumption, it follows that [H o I'3] () is determined by the
C3™-theory of A and finally that [H o Iy 0 I} ] (2) is fully determined by the
C3mk_theory of A (compare Lemma 6.23). O
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In this chapter we prove that both L2, and C% , admit PTIME canonization.
We do so by exhibiting PTIME inverses for I;2 and Io2. The inversion for 72
is even PTIME in terms of the size of the I;2, a phenomenon that we know
to be peculiar to the two variable case. These are the main theorems:

Theorem 7.1. I;2 admits PTIME inversion in the strong sense that for each
finite relational T there is a PTIME functor F:{I;2() | A € fin[r]} —
stan[r], which is an inverse for Ipz:

VU F (1) =57 2

1t follows that

(i) the range of Itz can be recognized in PTIME.
(ii) L2, admits PTIME canonization.
(iii) PTIME N L2, is recursively enumerable (has a recursive presentation,).

(iv) PTIMEN L2, = FP(I12) = PTIME(I2).

Compare the general Theorems 6.11 and 6.14 for (ii) and (iii). (i) is ob-
vious: for J of the format of an L2-invariant, J € {Iz2(%A) | A € fin[r]}
if and only if F(J) € fin[r] and I;2(F(J)) = J. (i) and the strong form
of (iv) (if compared to the statement of Theorem 6.14) are consequences of
polynomiality of F' in the usual sense.

Theorem 7.2. Io2 admits PTIME inversion. For each finite relational T
there is a PTIME functor F:{Ic2() | 2 € fin[r]} — stan[r], which is an
inverse for Igz:

VA F(I22) =97 2.

It follows that

(i) the range of Ic2 can be recognized in PTIME.
(ii) C2,, admits PTIME canonization.

oow
(iii) PTIME N C2,, is recursively enumerable (has a recursive presentation,).

(iv) PTIMEN CZ,, = FP(Ic2) = PTIME(I¢2).
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The construction of the inverses is reduced to a combinatorial problem
that only deals with the abstract information about the corresponding two-
pebble games as represented in the invariants. The relational information
encoded in the invariants through the identification of atomic types is at first
suppressed for this purpose. The reduced invariants, stripped of the relational
particulars, are what we shall call game tableaux.

e These game tableaux are introduced in Section 7.1. The inversion problems
for Ir2 and Io2 are reduced to the problem of constructing realizations for
tableaux.

e In Section 7.2 such realizations are constructed in the case of C2.

e Section 7.3 deals with the corresponding constructions in the case of L2.

7.1 Game Tableaux and the Inversion Problem
For the start L% and C2, can be treated in parallel. Recall from Defi-
nitions 3.3 and 3.11 the format of the invariants Iz and Iy2. The special
situation in dimension two allows for certain simplifications in their presen-
tation. Consider I2 first. In the original format:

Ie2(A) = (A2 /EC S (Pg)aeAtp(T:Q)’ (Ej)jzl,Q’ (Sp)pESQ; (Vj)j=1,2)'

As pointed out in the general case, it suffices to retain one of the Ej
and v; each, since the other one remains definable with the help of S ),
the encoding of the permutation that exchanges first and second component.
This permutation is the only member of Sy apart from the identity. In the
following we denote by T (for transposition) both this exchange of first and
second component as a member of Sy and its operation on the elements of
Ic2. The graph of this operation, S(i,2), is also denoted T'. This is not likely
to cause any confusion, since the transition between these representations is
trivial. Retaining F := F, and v := vs, we get:

Ey = ET = {(a,d)|(Ta,Td') € E},
T

vy, = Vv = vofT.
We separate the equality type information from the remaining relational
atomic information in the Py by putting

A= {a | (a1,a9) € a = (11:(12}.

For notational convenience finally, the partition of the universe into the
Py is replaced by a function ©: A?/ =C" Atp(7;2). We thus obtain the
following format for the Io2, which is obviously interdefinable at first-order
level with the former one:
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T2 () = (AZ/ =C* < E,T, A:0, u). (7.1)

The same modifications apply to I2:
Ir2(2) = (AQ/ =L < E,T, A @). (7.2)

Proviso. For the purposes of this chapter we fix the special format for the
two-variable invariants according to equations 7.1 and 7.2 above. We re-
gard both Ic2 and Ip» as (standard representations of) ordered weighted
k-structures, where r 1= {<, E, T, A}.

We collect a few obvious facts about the sk-reducts of two-variable invari-
ants, no matter whether Io2 or Iz, in the following lemma.

Lemma 7.3. Let Q = (Q, <, E,T, A) be the k-reduct of some Ig2(2A) or
Ir2(). Then Q satisfies the following:

(i) E is an equivalence relation on Q.

(i1) T is (the graph of) an involutive function from Q to Q: T o T =1idg.
(iii) A consists of points fivzed under T: T | A =ida.

(iv) each E-class contains exactly one element from A.

Proof. (i) — (iii) are obvious on the basis of the definitions. Note in connection
with (i) that for the underlying invariant Io2 () or Ir2(2() an E-class exactly
corresponds to the type of a single element of 2. This may be seen as follows.
Let £ =C2, or L%, I the corresponding invariant, Q = Iz (%) | x. Let ¢ be
the E-class of an element « € Q. Fix some (a1, as) such that o = tpﬁ (al, ag).
Then by definition ¢ consists of exactly those o/ with o/ = tpﬁ (al,a’Q) for
some ah € A. Let 8 = tpﬁ (al). B is fully determined by ¢ since it exactly
consists of all those formulae ¢(z1) € L[r] that are members of all o/ € q.
Conversely, q itself is completely determined by /3, since o’ € Q if and only
if Ixopa (21,22) € B, for some formula ¢,/ (1, x2) that isolates o

For (iv) first observe that there must be an element from A in each E-class
of a real invariant. If o = tpﬁ (al, ag), then tpgl (al, al) is in A and E-related
with . For uniqueness as claimed in (iv) consider d1,d2 € A and assume that
01 and 6§ are E-related. §; = tpﬁ (al, al) for some a1, and by E-relatedness
there must be some ay such that §; = tpﬁ (al, ag). Since §, € A, a1 = as and
therefore 67 = 9. O

The following definition introduces the term game tableauzr for those k-
structures that are candidates for the relational parts of two-variable invari-
ants according to the last lemma. Note that ©, the assignment of relational
atomic types, is not made part of the game tableaux.

Definition 7.4. A finite k-structure Q = (Q, < BT, A) is called a game
tableau if and only if < is a linear ordering on @ and LQ satisfies conditions
(i) - () of Lemma 7.3. A weighted game tableau is a game tableau Q
together with a weight function v:@Q — w \ {0}.
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The size of a game tableau £ is its size as a relational structure, i.e. the
size of its universe ). The size of a weighted game tableau (Q; v) is taken to be
> e V(). These conventions ensure that the size of the original invariant
is polynomially related to the size of the abstracted tableau.

As the 9 and (9;v) are linearly ordered, we may think of them as stan-
dard objects. The standardization is then implicitly assumed to be the same
as for the I;2 and Ig2 in their new format.

Note that the class of game tableaux is first-order definable. Game
tableaux and weighted game tableaux are recognizable in LOGSPACE. The
following lemma isolates some obvious conditions on the function @ that in
real invariants associates relational types with the elements of the invariant.
The proof is immediate and similar to that of Lemma 7.3 above.

Lemma 7.5. Let Q be the k-reduct of Ic2(21) or Ip2 (L) for some 2, ©:Q —
Atp(7;2) the mapping that associates the relational atomic types with the
elements of the invariant. Then © satisfies the following conditions:

(i) if « € A then O(«) is the type of an identity pair: x1 =22 € O(a).
(i) for all @ € Q, Q(T(a)) is the atomic type obtained from Q(Oz) by ex-
changing x1 and xo in all formulae.
(i1i) if & is the unique element of A that is in the E-class of a, then O(9)
contains all formulae o(x1) from O(a).

Note that the syntactic conditions in (i), (ii) and (iii) completely deter-
mine O (T'()) in terms of O(c) in (ii) and () in terms of O(«) in (ii).

Definition 7.6. Let Q be a game tableau, © a function from its domain to
Atp(7;2) for some 7. © is a good extension of Q if conditions (i) — (i) of
Lemma 7.5 are satisfied.

It can be checked in LOGSPACE whether © is a good extension of Q.

The inversion of an invariant asks for the construction of a relational
structure over some n such that the types of pairs in this structure fit the
specifications laid down in the given invariant. We first approach this prob-
lem at the level of the underlying game tableaux or weighted game tableaux
— the relational atomic types, as encoded in the ©, are disregarded at first.
Correspondingly, the result of this approach is somewhat less than a rela-
tional structure. We shall call it a realization of the given game tableau. It
turns out that these realizations govern the combinatorial pattern of rela-
tional structures to such an extent that the plain relational information in
O need only be added in later. Formally we describe the desired realizations
as mappings that associate pairs over some standard domain with elements
of the game tableau. The intention is that — once we also plug in relational
information — this mapping will actually be the projection sending pairs to
their types.
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Definition 7.7. Let Q be a game tableau. A surjective mapping m:nxn — Q
is called a realization of 9 over the standard domain n, if the following
conditions are satisfied, where my, mo range over the elements of n:

(i) m respects the diagonal: w(my,ms) € A if and only if m; = ma.
(it) m respects T: w(my, ma) = T (7(m2,m1)), i.e. m commutes with T.
(i1i) ™ respects E: The E-class of w(my, ms) is the set of all w(my,mb) for
mh € n.

If v:Q — w\ {0} is a weight function on 9, then we further say that w
realizes the weighted tableau (Q;v) if also

(iv) 7 is compatible with v:
v(m(mi,ms)) = [{mh € n | w(m1, mb) = w(my, ma)}|.

Obviously the definition states a number of conditions that are always
satisfied in case that Q (and v) are derived from a real invariant of a structure
over n and if 7 is the natural projection sending pairs of elements to their
types. We state this fact as a lemma; the proof is trivial.

Lemma 7.8. Let 2 € stan[r] be a T-structure over universe m. Let L =
C2., or L%, I:(2A) the corresponding invariant. Let Q be the induced game

oow oow !

tableau, so that Q = Tp*(2;2). Put

™ nxn — @
(my,ma) —> tpﬁ(ml,mg).

Then 7 is a realization of the tableau Q. In case L = C%, and if v is the

weight function of Ic2(A), m is a realization of the weighted tableau (Q;v).

A realization of a game tableau over n, together with attributions of
atomic 7-types (in the form a some good extension) uniquely determines
a 7-structure with domain n. Let £ be realized by m:n x n — @ and let
O:Q — Atp(7;2) be good in the sense of Definition 7.6. Assume first that 7
contains no relation symbols of arity greater than 2. Then there is a unique
structure 2 (7, ©) € stan[r] over n for which

VmiVme atpm(ml,mg) = @(ﬂ(ml,mg)).

Uniqueness is obvious. For the existence claim one has to check that the con-
ditions expressed in the above equations are compatible. The requirements
for realizations and for good © are designed just to guarantee this compat-
ibility. For instance if m, = ms, we have, by a corresponding condition on
realizations, that w(my,m1) € A, whence it follows that @(W(ml,ml)) is
an atomic type of an identity pair. For any mi,mo € n, compatibility of
O (m(m1,ms)) with @(m(my,my)) follows from the fact that m(my,m;) must
be the unique element of A in the E-class of w(m1, ma), since 7 respects E.
But then ©(m(m1,m1)) corresponds to the restriction of ©(m(my,ms)) to
the first component as © is good.
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In order to extend the definition of Q[(m @) in a well-defined way to the
general case in which relation symbols of arity greater than 2 are admitted
in 7, we stipulate that no tuple involving more than two distinct components
is put into the interpretation of such relations.

Definition 7.9. For a realization m:n X n — @Q of a game tableau Q and
good ©:Q — Atp(7;2) let Ql(ﬂ,@) be the unique T-structure over standard
universe n induced by ™ and @ as described above.

Note that Ql(w, @) is constructible from 7 and @ in PTIME.

The following is an obvious statement to the effect that in the intended
case — the case that all the data are obtained from a real structure over some
standard universe — Ql(w, 9) essentially reproduces that original structure.

Lemma 7.10. Let 2 € stan[r], £L = C2_ or L% ,, Q the game tableau
induced by Ic2(A) or I12(), respectively. Let ©:Q — Atp(7;2) be the good
extension induced by the invariant itself. Let m:n xn — @ be the realization
that is the natural projection m: A? — A%/ =F. If T contains no relation
symbols of arity greater than 2 then Ql(ﬂ', @) = . Otherwise A and Ql(ﬂ, @)
agree on all atoms involving at most two elements, so that at least A =<

2[(77,(9).

The following proposition is crucial for showing that inversion for the I2
and Iy2 reduces to the construction of realizations for (weighted) tableaux.

Proposition 7.11. Let Q be a game tableau, ©:Q — Atp(7;2) a good ex-
tension of Q.

(i) If * and 7 are any two realizations of Q then A(w, O) =L A, 0).
(ii) If v:Q — w\ {0} is a weight function on Q and © and 7' are any two
realizations of the weighted tableau (Q;v) then Ql(w, 9) =0 2[(77’,9),

Proof. Consider (ii), the case of C2. It has to be shown that 2 := (7, O)
and A := Ql(7r’, @) satisfy exactly the same C?-types. Using the game char-
acterization for C2-equivalence, Theorem 2.2, we show that player II has a
strategy to maintain the condition that m(ay,as) = 7'(a}, ay) throughout all
stages (2, (a1,a2); 2, (af,d})) in the infinite C*-game. This is the natural
condition since realizations are modelled to describe the projections to the
C?-types. This condition is also sufficient for a strategy in the game since
the atomic types of pairs over 2 and 2" are determined by © o 7w and © o 7’
respectively.

Assume that 7(a,az) = 7’(af,a}) = ag in the current position. Every-
thing is explicitly symmetric with respect to 20 and 21" and implicitly also with
respect to first or second component, since realizations and good extensions
respect T'. Let therefore without loss of generality player I choose pebble 2
and put forward the challenge B C A. Let ¢ C @ be the E-class of «q. For
each a € ¢, let B, := {b €B | (a1, b) = a}. It follows that B is the disjoint
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union of the B, — only a € ¢ need be considered since 7 respects E. Since 7 is
also compatible with v, Ba’ < v(a). 7’ respects E and v as well so that in 2
there are disjoint subsets B), C {b' € A" | 7/(a},b') = a} with |B,| = |B|.
In fact, for each a € ¢ we have that the size of {0’ € A’ | 7’/(a},V') = a} must
be v(a). Let II respond with B' := {J,, ¢, By In the second exchange of this
round I now chooses b’ € B/, for some « € g, so that IT can answer with any
b € B, and the desired equality m(a1,b) = 7’'(a],d’) = « is maintained. O

Together with Lemma 7.10 this proposition yields the main preparatory
result for the construction of inverses: full reduction of the inversion problem
to that of finding realizations. We give separate statements for L2_, and CZ, .

Theorem 7.12. Let Q be a game tableau, ©: Q — Atp(7;2) a function. The
following are equivalent:

(i) (Q;0) = I2(A) for some A € fin[r].
(i) © is a good extension of Q and there is a realization w of 9
such that Iz (Ql(ﬂ,@)) = (Q; 9).
(i1i) © is a good extension of Q, there is a realization of Q, and for all

realizations w of Q: Ir2(A(m, 0)) = (Q; O).

Theorem 7.13. For a weighted game tableau (Q;v) and a function ©:Q —
Atp(T;2) the following are equivalent:

(i) (Q;0,v) = Ic2(A) for some A € fin[7].
(i) © is a good extension of Q and there is a realization © of (Q;v)
such that I (Ql(ﬂ,@)) = (D;@,V).
(i1i) © is a good extension of Q, there is a realization of (Q;v), and for all

realizations © of (Q;v): Ice2 (‘21(71’, (9)) = (D; o, 1/).

Proof. The proof is indicated for the case of C?: (iii) = (ii) = (i) is obvi-
ous. Assume (i). Without loss of generality 2 € stan[r]. Then the natural
projection m: A% — A2 /502 yields a realization, see Lemma 7.8. Any two
realizations of (Q;v) lead to C2-equivalent structures QL(W,@) by Proposi-
tion 7.11; we therefore get (iii). O

These theorems reduce the proof of the main theorems on PTIME inversion
for I;2 and I52 to the following claims. Recall for complexity considerations
that the size of a tableau £ is the size of its universe @) as usual, while the
size of a weighted tableau (Q;v) is >° .o v(a).

Theorem 7.14. There are PTIME algorithms A and A* defined on all k-
structures 9, respectively on all k-structures with positive weights (Q;v),
such that

(a) if Q is a game tableau that admits any realization then A applied to Q
yields a realization of Q.

(b) if (Q;v) is a weighted game tableau that admits any realization then A*
applied to (Q;v) yields a realization of (Q;v).
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Such algorithms provide the basis for Theorems 7.1 and 7.2. We sketch
an algorithm F as required in Theorem 7.1 with respect to L2 . The case of
C?2,, is entirely analogous. The input is a structure J = (D; (9) of the format
of an Ir2(2A). The following diagram describes the desired algorithm:

o J= (Q; @); check whether £ is a game tableau and
whether © is a good extension of Q

if £ is not a game tableau, or if © is not a
good extension of 9, then J ¢ range(I2)

e In the positive case apply A to Q and check whether
the output A(Q) is a realization of

if the output is not a realization of Q, then
Jé range(ILz)

e Let in the positive case m = A(Q) be that realization
e Construct (7, O) € stan|r]

e Compute Ir2 (91(71', 9)) and compare with J

if Ir2(A(m,0)) # 73, then T & range(I2)

In the positive case output F(J) := A(7, O).

Correctness essentially depends on Theorem 7.12, which says that any
realization of the game tableau leads to a successful construction of an inverse
to the invariant if there is any! The rest of this chapter is devoted to the proof
of Theorem 7.14.

7.1.1 Modularity of Realizations

This section exhibits an important modularity property of the game tableaux
that facilitates the construction of realizations. The overall problem can be
decomposed into simpler subproblems, whose solutions form the building
blocks for the desired realization.

Definition 7.15. Let Q be a game tableau. We enumerate the E-classes as
qQ,...,q. Herel = |Q/E‘ and the ordering is that induced by <2 in terms
of <-least elements of the classes.

(i) We denote by §; the unique element of ¢; N A.
(ii) Let qF == {To | v € q; }.
(iii) Let qij := q: N q; -
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Note that the ¢} are the equivalence classes with respect to E7', defined by
ET = {(o,&/) | (Ta,Ta’) € E}. For real invariants ET = F; is accessibility
via a move in the first component. Note also that T'(¢;;) = gj; and that
therefore ¢;; Ng;; = () unless ¢ = j; in this case, d; € ¢;; # 0. Simple examples
show, however, that by no means need ¢;; = {J;}. Consider a directed cycle
of length 4 as a graph. For the associated C2-invariant there is only one type
in A, E and ET are both trivial, but there are 4 different C?-types.

T
Fig. 7.1 E -
A
qF €13 923 53
E
qz q12 5y 432
at { b g21 q31
’ Y

q1 q2 q3

The following characterization of the g;; is technically very useful, for a
pictorial presentation see Figure 7.1. In Figure 7.1 the fine structure of 9 is
depicted as projected onto some n X n square that would be a realization.

Lemma 7.16. Let Q be a game tableau, ™ be a realization of Q. Then
m(mi,me) € qi;;  if and only if  w(m1,my) = 0; A m(ma, ma) = 9.

Proof. Observe that m(mi,ms) € ¢;; implies that m(mi,m2) and J; are E-
related. Therefore there must be some m), such that w(my,mb) = 6;. As 7
respects A, mb = mq, so that w(mq, m1) = 6;. Applying the same argument
to ET we get m(mg, mo) = d;.

Conversely, w(m1,m1) = 0; € ¢; implies 7(my,ma) € ¢; for all my. Re-
peating the same argument we get that m(ma, me) = §; implies m(mg, m1) €
g; so that m(mi,ma) € q;fr. Putting these together, m(mq,mq) = §; and
m(ma, mg) = §; imply 7(m1,ms) € g;j. a

We define the restrictions of a game tableau Q to its subdomains g;;. Note
that in restriction to each ¢;; the equivalence relations E and ET become
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trivial since the ¢;; are the classes of the common refinement of the two. As
for A it is obvious that ANg;; = 0 if i # j, and ANg; = {&}. T is an
involutive mapping from g;; to itself, and turns into a bijection between g;;
and gj; for ¢ # j. If we also consider weighted tableaux, it makes sense to
retain both weight functions, v and v” over each ¢i; with ¢ # j since T is no
longer internal to g;;.

Definition 7.17. Let Q be a game tableau, the q;; as defined in Defini-
tion 7.15. The restriction of Q to q;; is defined to be

Qe (qii7 <1 @iy T 1 qis, {61}) for the diagonal case j =1
N (Qij; <! Qii) for the off-diagonal case i # j.

For the restrictions of a weighted tableau (Q;v), put

{ (Qisiv | qii) forj=i
(Qijsv | @ij.v" 1 qij)  fori#j.

This decomposition calls for an adapted notion of realizations. The modi-
fications and simplifications required with respect to Definition 7.7 are canon-
ical. The diagonal restrictions to the ¢;; can in fact be regarded as special
cases of game tableaux, with trivial F. It is only for the off-diagonal boxes
that formal modifications are required.

(Q;v)ij =

Definition 7.18. Let Q be a game tableau, Q;; its restriction to a subdomain
qij. Assume first i # j. A surjective mapping w:s X t — q;; 45 a realization
of Qyj, if for all my € s and all mo € ¢:

{w(ml,mg) | mh € t} = {ﬂ(mll,mg) } my € s} = qij.

7 realizes the weighted restriction (Q;v)i; = (Qij;v | ¢ij, vT | qij) if for all
o € g5, m1 €5 and all mg € -

[{m} € t | m(m1,mh) = a}| =v(a),

[{m} € s | m(mi,m2) =a}| =v"(a).

For i = j the conditions that a surjective mapping w:s X s — q;; realizes Qy;
or (Q,v)y are those of Definition 7.7 applied to the game tableau (qu-,é[
Giir @i X Qii, T | qii, {0;}) and to the weighted game tableaw (qii, < qii, @i ¥
@ir T 1T @i {0 }5v 1 qai)-

Suppose m:n X n — @ is a realization of Q or (Q,v) over n. Let n be
decomposed into the subsets {m € n | m(m,m) = §;}. Obviously, n is the
disjoint union of these. Without loss of generality we may assume that n
is the disjoint ordered sum n = Y, n;, n; = {m € n | m(m,m) = &;}.
Formally this means that n; is identified with an initial subset of n, ns
consists of a consecutive interval following that initial segment and so on. In
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particular identifying n with the disjoint ordered sum of the n; implies that
the subsets n; are embedded in a well-defined way into n such that n is the
disjoint union of the embedded n;. In the present case this situation may
be assumed without loss of generality because a realization over n can be
composed with any permutation of n in the obvious manner to yield a new
realization, equivalent with the former one for our purposes.

With such a presentation of n =3, n;, n; = {m € n | 7(m,m) = 6;}, we
immediately have that the restrictions of 7 to the subsets n; x n; C n xn
provide realizations for the restrictions Q;; and (Q;v);;. It is straightfor-
ward to check the conditions mentioned in the last definition. Let us supply
the argument for surjectivity of m;; := m [ n; x n; — ¢;;: by Lemma 7.16,
m(m1,mg) € ¢;; if and only if w(m1,m1) = §; and 7(ma, ma) = ¢;, i.e. if and
only if my € n; and mo € ny. Thus surjectivity of 7;; follows from surjectivity
of 7 itself.

The interesting fact is that, conversely, realizations of the individual re-
strictions can be fit together to form a realization of the whole (weighted)
tableau if they satisfy just the most obvious compatibility conditions relating
the sizes of the subdomains.

Lemma 7.19. Let Q be a game tableau, Q;;, 1 < 4,j < I, its restrictions
to the q;; defined as above. Assume that for some tuple (n;)1<i<i of positive
numbers there are surjective mappings m;;:n; X n; — q;; for each 1 < i <
J <1, such that m;; is a realization of Q;;. Then the following is a realization
of Q on the disjoint ordered sum n =", n;:

wij(ml,mg) ifmleni, mzenj,igj,

w(my, mg) = {

Tﬂ'ji(mg,ml) ifml € n;, mQEnj,j<i.
The same holds for realizations of a weighted tableau (Q;v).

Before giving a proof, let us note that together with the preceding consid-
erations we have thus found that a (weighted) game tableau is realizable if
and only if its restrictions are realizable over subdomains of matching sizes.
In terms of at first arbitrary domains for the realization of the restrictions,

mijiny x ng — ¢;; the conditions for matching size are that the nj’ are

independent of j, and that the néj are independent of 1.

Proposition 7.20. A game tableau Q has a realization over n if and only if
n=7Y_.n; forn; > 0 such that each of its restrictions Q;; admits a realization
over n; X nj.

Similarly, a weighted game tableau (Q;v) has a realization over n if and
only if n = Y, n; such that its restrictions (Q;v);; admit realizations over
n; X ng, for all i,j.

Proof (of Lemma 7.19). Recall from Definition 7.7 the conditions on a real-
ization m of Q. It is clear that 7 as defined above is surjective, since the m;; are
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surjective mappings to the ¢;; and since Q = U qi; = U, <; ¢ YU, <; T'g5i as
q;j = T'qj;. 7 respects the diagonal, because the m; do. m commutes with T,
because the 7;; do and because the appropriate transformation under T is ex-
plicitly built into 7 on the off-diagonal boxes. We check that 7 is correct with
respect to E. By construction, m(mi,ms) € ¢;; if and and only if m; € n;
and my € n;. Varying mh € nj we get {m(mi,my) | mh € ny} = qijr,
since the corresponding behaviour is required of the m;;; or m;/;. Therefore
{m(m1,m}) | mh € n} = ¢; as required.

The proof for a weighted tableau is similar. The multiplicity requirements
for the realizations m;; of the restrictions immediately imply that also the
composition 7 realizes the multiplicities prescribed by the overall weight func-
tion. a

We now pursue the actual constructions of realizations in separate presen-
tations for L2 and C2 . There are more constraints in the case of C2 ), so
that the constructions are more difficult. On the other hand these construc-
tions appear more straightforward because there are more data available and
correspondingly fewer arbitrary choices to be made. We treat C2  or the re-
alization of weighted tableaux first and specialize and modify this treatment

in Section 7.3 to obtain the results for L2 .

7.2 Realizations for Io-

7.2.1 Necessary Conditions

The numerical information contained in the I52, and in the weighted game
tableaux that derive from these, fixes the size of a possible realization and
the n; as in the compatibility conditions in Proposition 7.20. Fix a weighted
game tableau (Q;v), with ¢;,¢;;,0; for 1 < 4,5 < [ defined according to
Definition 7.15. Further define the numbers

n; = Z v(a) and n::Zni.

aEqij

An equivalent definition of n; in terms of (Q;v);; is n; = Zaeqij vl(a).
Equivalence with the above is a consequence of the fact that 7" is an involutive
bijection between ¢;; and ¢;; and that, by definition, vT = v o T.

Lemma 7.21. Let the n; and n be as just defined. If (Q;v) has any real-
ization, then it must be over n. The induced realizations of the restrictions
(Q;v)i; must be over domains n; X n;.

Proof. Let 7 be a realization of (;v) over s. By Lemma 7.16, w(mq,msg) €
gi; if and only if w(mq,m1) = §; and w(mg, me) = §;. Choose my € s such
that 7w (my,my) = d;. Then
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’{mg €s ’ m(my, mg) € qij}’ = Zaeqij via) = n;.

It further follows that also n; = |{m2 €s ’ m(ma, mg) = 5j}’.

Note in particular, that these numbers depend on j and not on 4. This
is just the compatibility condition of Proposition 7.20. Applying the same
argument to variations in the first component, and with fixed mso for which
m(ma, mg) = J;, we obtain

{my € s | m(mi,ms) € g5} = Yoe,, v (@)
= Zoéqui V(a) = .
This shows that the induced realization of (Q;v);; must be over n; X n;.

The first claim of the lemma, s = ). n;, follows directly from Proposi-
tion 7.20. O

The following lemma states some necessary conditions for the realizability
of (Q;v) in terms of the restrictions (Q;v);;. Sufficiency of these conditions
will be shown in the sequel.

Lemma 7.22. Any realization of (Q;v);; is over n; X n;. Recall that the
numbers n; and n; are defined in terms of (Q;v);; as

n; = Z vi(a) and nj = Z v(a).
aEq; aEq;;
If (Q;v)ij has a realization then for all o € g;j:
via)
(*) vT(a)  ny;

For realizability of a diagonal restriction (Q;v); it is necessary that in addi-
tion v(0;) = 1, and that if n; is odd, then for all o € q;; \ {d:}:

(xx) Ta=a = v(a) is even.

Proof. Suppose that 7m: s xt — ¢;; realizes (Q;v);; (cf. Definition 7.18). That
s X t = n; x n; is shown by an argument similar that in Lemma 7.21, but
in restriction to the individual ¢;;. We show that ¢t = n;. For all m; € s and
all o € gij, |{m2 et | m(my, mg) = a}| = v(«). Therefore t = |{m2 et ’
’n—(mth) € q’LJ}‘ = Zaeqij l/(a) = nJ

For the quotient conditions (%) it suffices to count the number of pairs
that are mapped to «, first in column-wise fashion, then row-wise and equate
the two:

[{On1,ma) [ w(myme) = a} | = 3, e l{ma [ (m1,ms) = a} |

2mes V(@) = sv(a),

[{On1,ma) [ w(myme) = a} | = 3, e/ {ma | m(mi,me) = o} |

= Yme V' (@) = tv1(a).
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Consider now the additional constraints expressed for the diagonal case.
Necessity of v(d;) = 1 is obvious, since m must respect A | g;; = {d;}. For (xx)
assume s = t = n; is odd and that a # d; is a fixed point under T 77_1(04)
must be disjoint from the diagonal {(m,m)|m € s}, because w(m, m) = 6;.
This implies that T operates as a fixed-point free involutive bijection on
T (a). Therefore ‘W’l(a)’ must be even. The above counting equations
imply that this number equals !{(ml,mg) ‘ m(my,me) = a} |: sv(a). If s
is odd, therefore, v(«) must be even. a

7.2.2 Realizations of the Off-Diagonal Boxes

We turn to the proof of sufficiency of the conditions expressed in the last
lemma. The realization of off-diagonal restrictions turns out to be quite
straightforward.

Lemma 7.23. Let (Q;v);;, i # j satisfy condition (x) of Lemma 7.22: for
all « v(a)/vT(a) = nj/n;. Then there is a realization m:n; X nj — q;; of
(Q;v)ij. Such realizations are constructible in time polynomial in n;n,;.

Proof. Let t/s be the reduced presentation of nj/nz Let aq,...,qa, be an
enumeration of ¢;; as ordered by <. By assumption there exist numbers dy,
for 1 < k < r, such that v(ay) = dit and v7 (o) = dys. Putting d = > d,
we have ds = n; and dt = n; by definition of n; and n;. For the following
compare Figure 7.2.

Fig. 7.2

\ (u—v) modd

112130

nj:dt
213101
d

310[1]2

’ o[1(2]3

~— : —_——

n;=ds d

Identify d with the ordered disjoint sum of the dj, and let g:d — {1,...,r} be
the function that characterizes the embedded dj: g(u) is that k with u € d.
Also identify n; with the product d x s, and similarly n; with d x ¢. Note that
the sum and product identifications can be uniquely defined with the help of
the natural orderings (we have done this explicitly for the sum above). Define
a surjective function
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fildxs)x(dxt) — m
((u,z), (v,y)) — (u—v)modd.

Figure 7.2 sketches the situation in an example with d = 4. The passage from
the left to the right indicates the effect of the projections n; = d x s — d and
n; = d xt — d involved in the definition of f. On the right-hand side the
distribution of values for the function (v — v) mod d is indicated.

A realization 7 can now be defined on n; x n; = (d x s) x (d x t) by

m(mi,m2) = Qy(f(my,ma))-

7 factorizes with respect to f and maps all those blocks, whose values
under f fall into di C d, to aj. Let us check that 7 realizes the multiplicities
for columns as specified by v | ¢;;. Consider m; = (u,x) € d x s:

{mg edxt | w(my, mg) = ak} = {m2 edxt | flmy,ma) € dk}.

f(m, (v,y)) = (u—v)modd so that there are exactly dit = v(ay) many
mo = (v,y) such that f(mi,ms) € di. The multiplicity conditions on rows
are checked to be in accordance with v7 | ¢i; in exactly the same way.

Note that the proposed construction of a realization is quite definite:
we have sketched how to construct a particular solution to the realization
problem for an off-diagonal restriction. This construction is clearly in PTIME
with respect to the product n;n;. a

7.2.3 Magic Squares

Sufficiency of the conditions of Lemma 7.22 and the construction of real-
izations is combinatorially more demanding for diagonal restrictions (Q;v);;
because of the symmetries imposed by 7. We first present a preparatory
lemma on certain colourings of squares.

The most complicated case in the construction of realizations for diagonal
restrictions (9;v);; — the case of even n; with fixed points o # §; under
T, as we shall see — reduces to the construction of such colourings. The
colourings described in the following lemma in fact present the worst case
for the construction of a realization. The symmetry requirements for these
colourings are reminiscent of magic squares and related number puzzles (and
call for a try with paper and pencil).

Lemma 7.24. Let n be even. Then there is a colouring c:n X n — n of the
n-square n X n with n colours 0,...,n — 1 with the following properties:

(i) the main diagonal, i.e. all identity pairs, are coloured 0.
(ii) each colour occurs exactly once in each row and in each column.
(iii) the entire colouring is mirror symmetric with respect to the main diag-
onal. In other words the colouring is invariant under T'.

A colouring of this kind can be constructed in time polynomial in n.
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Observe that the same puzzle cannot be solved for odd n: each colour
apart from 0 has to occur an even number of times because T operates as a
fixed-point free involutive mapping on the points of this colour.

An example of a colouring of the 6x6 square according to the requirements
of the lemma is given in Figure 7.5 (a) below.

Proof. We give an inductive existence proof that can immediately be turned
into a PTIME construction. The claim is obvious for n = 2 and we now show
how to construct good colourings of the 2n-square and the (2n — 2)-square
from a given good colouring of the n-square. This yields a valid inductive
proof, because for even m > 2 at least one of m/2 and (m +2)/2 is even and
smaller than m. Let c:n x n — n be a good colouring.

Fig. 7.3
BT A
A B
——
2n

A good colouring C: (2n) x (2n) — 2n is easily obtained by gluing four copies
of trivially modified c-coloured squares together. The pattern is indicated in
Figure 7.3. The box A represents an n-square coloured according to ¢, B an
n-square coloured by ¢:nxn — {n,...,2n—1}, ¢/(m1,ma) = c¢(m1, mz) +n.
BT finally is coloured ¢/ o T.

Fig. 7.4

Consider now the (2n — 2)-square. Assume without loss of generality that
the c-coloured n-square A has top row (from left to right) coloured n — 1,
n—2, ..., 0. By symmetry of ¢ this implies that the rightmost column of A
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is coloured 0, 1, ..., n—1 (from top to bottom). Let A’ be the (n —1)-square
coloured by ¢ = ¢ | (n—1)x (n—1), or A with top row and rightmost column
removed. Let A” be the mirror image of A’ across the second diagonal. As a
second building block we use an (n — 1)-square B coloured as follows. The
second diagonal of B is coloured 1, ..., n — 1 from top left to bottom right.
The remaining places are coloured with colours n, ..., 2n—3 such that each of
these colours occurs exactly once in each row and in each column. This can be
done with a cyclic permutation of colours following the second diagonal. BT
finally is the mirror image of B across the main diagonal. A good colouring
of the (2n — 2)-square is obtained by gluing the four (n — 1)-squares squares
A’ A", B and BT as indicated in Figure 7.4. Note that the second diagonals
in B and BT exactly supply those colours from 7 in each row and in each
column, that are missing in A’ and A”. The arrows in the figure indicate how
these second diagonals in B and BT replace the rows and columns cut away
from A. a

Lemma 7.25. Let D Cn xn be a subset of the n-square that is symmetric
with respect to the main diagonal (invariant under T'), disjoint from the main
diagonal, and contains exactly two elements of each row and of each column.
Then there is a colouring of this subset with two colours ¢: D — {0,1} such
that each colour occurs exactly once in each row and in each column and such
that c is antisymmetric with respect to the main diagonal: T oc =1—c. Such
c is PTIME computable from D.

In Figure 7.5 (b) the set D consisting of those points that are coloured 2
or 5 in (a) is split according to these requirements.

Proof. Consider the relation S of belonging to the same row or to the same
column of n X n in restriction to D. Since each row and each column contains
exactly 2 elements of D, D must be the disjoint union of even-length S-cycles.
Since S and D are T-invariant, it follows that for each such cycle C either
T(C)NC =0 or T(C) = C. Two different cycles cannot contain points of
the same row or of the same column, since for instance there are only two
points of D in any row and these necessarily belong to the same cycle. It
follows that the requirements on c¢ can be satisfied if for each cycle C' there is
a colouring ¢: CUT(C) — {0,1}, which is antisymmetric for 7" and contains
at most one point coloured 0, respectively 1, in each row and each column. To
obtain ¢ take the union of these ¢’. Consider first a single cycle C. C can be
coloured alternately with colours 0 and 1, starting with colour 0 say from the
lexicographically least member in C' and proceeding in the direction of the
horizontal S-neighbour of this point. If T'(C) # C, then ¢/ on C UT(C) can
be taken as the union of this colouring of C' with the antisymmetric image
under T on T(C). In case T(C') = C we have to check that the colouring we
have obtained is antisymmetric itself. Let C' be enumerated in the order used
in the colouring procedure as cg,cy,...,co, = cg, SO that ¢y and ¢; are in
the same row, ¢; and ¢y in the same column, etc. Assume for contradiction
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that for example T'co; = ca; (c2; and cy; are both coloured 0), where i < j.
Then cg;41, the element of D in the same row as c¢y;, must be T-related with
cgj—1, which is the element of D that is in the same column with cp;. This
is because D is symmetric with respect to T'. Proceeding in this manner we
would find T'c,, = ¢ for kK = i + j, which is impossible since D is disjoint
from the diagonal. a

(b) o Jo

Fig. 7.5 (a) 3151412110
4125301 ofe
5(4(1)10(3]2 ° °
2(3(0|1]|5]|4 ° °
110]3(4(2(5 oo
0[1(2]|5(4]|3 ofe

7.2.4 Realizations of the Diagonal Boxes

With the help of these lemmas about colourings we finally construct realiza-
tions for diagonal restrictions (£;v);; that satisfy the conditions derived in
Lemma 7.22.

Lemma 7.26. Let (Q;v);; satisfy the following conditions:

(ii) for all a € qii: v(a) = vT (a).
(i1i) if ni = 3, e,., V(@) is odd, then v(«a) is even for all o # §; with Ta = a.

Then there is a realization m:n; X n; — qi; of (Q;v)y; overn; = - v(a).
1
Moreover, such a realization can be constructed in time polynomial in n;.

Proof. Recall from Definitions 7.18 and 7.7 that a realization 7 of (Q;v);;
has to satisfy the following:

(a) m(m1,me) = 6; exactly for my = mo.
(by Tor=moT.
(c) For all my: [{ma | m(m1,m2) = a}| = v(a).

(c) is a combination of (iii) and (iv) in Definition 7.7 applied to the present
case with trivial E. Note that (c) together with (b) also implies that for all
ma: |{m1 | m(my, mg) = a}| = Hml | w(mg,my) = Ta}| = v(Ta), which
by assumption (ii) of the lemma is the same as v(a).

The construction of 7 depends on whether n; is even or odd. The odd
case is the easier one.
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Case A: n; odd. Let q;; \ {0;} = qoUq1 where gy consists of those points
that are fixed under T'. Since T is a fixed-point free involutive permutation
on q1, ¢1 = qUTq for some ¢ C ¢;. For a definite construction it is impor-
tant that ¢ can be specified in a unique way, with the help of the ordering
< on ¢;;. For instance we may take ¢ as the lexicographically least subset
q C q1 for which q; = ¢qUTq. This ¢ can be determined in PTIME. Let now
qo be enumerated as «q,...,as, and ¢ as fB1,..., 0, both in <-order. So
iy 01y Oy By, Be, TP, ..., TB; is an enumeration of ¢;; without rep-
etitions. By the assumptions of the lemma, v(o;) = 2k; for suitable k;,
V(ﬂj) = I/(T,BJ) = lj. Let d1 = ij, d2 = le, d = dl + dQ, where
we take these as identifications with the disjoint ordered sums. Note that
n; = 14 2d. Put Dy == {(u,v) € n; x n; | (u—v)modn; € {1,...,d}}.
It follows that n; x n; = {(u,u) ’ u € nl} UDoUT(Dy). See the sketch in
Figure 7.6 with d = 3, n; = 7, where the values (v — v) modn; in {1,...,d}
are indicated. The desired realization m can be defined as follows:

&; foru=w
) o if (u,v) € Dy and (u —v)modn; € k;
m(u, v) = B if (u,v) € Dy and (v —v)modn,; € I,
T(w(v,u)) if (u,v) € T(Dy).

Conditions (a) and (b) are obviously satisfied.

To check the multiplicity requirements (c¢), note that for each u € n; and
se{l,...,d}, [{v[(u—v) modn; = s}| = |{v|(u—v) modn; = —s}| and that
the operation of T" on (u,v) translates into (u—v) modn; — —(u—wv) modn;.
It follows that for all u € n; indeed |[{v|w(u,v) = a;}| = 2k; = v(q;) and
[{v|m(u,v) = B;}| = I; = v(B;) as required.

Fig. 7.6 1213
3 1
1(2
1{2]3
213
1(2]3
11213
Case B: n; even. Enumerate q;; as d;,a1,...,0s,81,...,8:,1TP1,...,T 0 as

above. In particular Ta; = ;. Let v(a;) = kj, v(8;) = v(T8;) = I;. Thus
n; = 1+ dy + 2dy, where di = )" kj, do = > 1;. We identify n, with the
disjoint ordered sum 1+ )" k; + 2ds.

Let ¢:n; X n; — mn; be a colouring function as constructed in Lemma 7.24.
The crucial properties are symmetry, co T = ¢, exactly one occurrence of
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every colour in each row and in each column, and ¢(u, u) = 0 on the diagonal.
With the above identification we consider ¢ as a function to the disjoint sum
14> kj + 2dy. Thus ¢ can directly be used to define 7 partially as

(u,v) = 9; foru=w
O ey ife(u,v) € kj .

Symmetry and multiplicities for the a;; are as required. It remains to define
w | {(um) | c(u,v) € 2d2} with values in {ﬂl,...,ﬂt,Tﬁl,...,Tﬂt}. Note
that this remaining subdomain is disjoint from the diagonal. We now further
identify 2dy with the product {0,1} x >~ 1; (in some canonical and definite
way), so that on the remaining domain ¢ takes values (0,d) and (1,d) for
de Ulj. Put Dy := {(u,v) | c(u,v)=(0,d)V c(u,v)=(1,d)} for d € Ulj. Dy
is T-symmetric, disjoint from the diagonal and contains exactly two elements
of each row and each column. By Lemma 7.25 each D, can be coloured by
some ¢q: Dg — {0,1} in such a way that each column and each row contains
colour 0 and 1 exactly once, and such that T'ocy = 1 — ¢4 corresponds to an
inversion of the colouring. To complete the definition of 7 put

vy im B i (w0) € Dad €y and cqfu,0) =0
T TS (u,0) € Dayd €1 and cq(u,v) = 1.

Compatibility with T follows, since T preserves Dy and inverts cq. The mul-
tiplicities for the 3; are realized correctly because each row and each column
contains exactly one element (u,v) € Dy such that cq4(u,v) = 0 (respectively
1) for each d. Therefore |{v|m(u,v) = B;}| = [{v|r(u,v) = TB;}| = I; as
required. ad

Putting those results of the preceding sections, that relate to the case of

C2_, together we have the following.

ocow?

Proposition 7.27. Let (Q;v) be a weighted game tableau. Let the E-classes

of Q be qu,...,q, let ¢;; == q¢; N T(g;) and put n; = Eaeq” v(a). (Q;v)
admits a realization if and only if the following conditions are satisfied:

(i) Zaeq” v(a) = n; independent of i.
(i) v(6) =1 for all 6 € A.
(iii) v(a) [ v (a) =n; [/ n; for all a € g;;.
(iv) For all odd n;, and oll o« € q;; \ 4, if Ta = «, then v(a) is even.

In this case a realization onn = > n; can be constructed in time polynomial
in n, thus proving the C2  -related part of Theorem 7.14.

We review the arguments that lead to this statement: (i) is the compat-
ibility condition for fitting together realizations of the restrictions (Q;v);;;
necessity follows from Proposition 7.20 together with Lemma 7.22. (ii) is
obviously necessary. (iii) is necessary for realizability of each (Q;v);;, (iv)
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is necessary for (Q;v);; to admit a realization, both by Lemma 7.22. Suffi-
ciency follows from realizability of the (Q;v);;: (iii) suffices for (Q;v);;, i # J,
see Lemma 7.23; (ii) — (iv) suffice for (Q;v);; according to Lemma 7.26; (i)
suffices to compose these individual realizations.

7.3 Realizations for I;:

7.3.1 Necessary and Sufficient Conditions

We prove the following analogue of Proposition 7.27 in the case of game
tableaux without weights.

Proposition 7.28. Let Q be a game tableau. Let the E-classes of Q be
G, q- Put gi; == ¢ N T(q;). Then Q admits a realization if and only
if the following conditions are satisfied:

(i) all ¢;; are nonempty.
(1) if |qii| =1 then |gi;| =1 for all j.

In this case a realization — one of minimal size even — can be constructed
in time polynomial in |Q|. This proves that part of Theorem 7.14 that relates
to Lgow.

Proof (of necessity of (i) and (i1)). (i) is trivial: if 9;; is to have a realization,
then ¢;; must not be empty. For (ii) assume that |¢;;| = 1, i.e. that ¢;; = {d6;}.
It follows that Q;; can only admit the trivial realization m:1 x 1 — {§;} on
the one-element square, since no off-diagonal pair may be mapped to J; by
any realization. In the terminology of Proposition 7.20 it follows that n; = 1
and that all 9;; must have realizations on domains 1 x n;. It follows directly
from Definition 7.18 that any realization m: s x t — ¢;; satisfies s,t > |g;;|, so
that s =1 implies |g;;| = 1. O

The rest of this section is devoted to the proof of the sufficiency claim of
Proposition 7.28. Again Proposition 7.20 is invoked to reduce the construction
of a realization for 9 to the realization of the restrictions Q;;. In fact we
shall see that (ii) in the proposition reflects what remains of the numerical
compatibility conditions in Proposition 7.20 in the case of L2 : L2, can
only count “0,1, many”. For the restrictions, we first treat the off-diagonal
ones, then the diagonal ones. Fix a game tableau £.

The off-diagonal restrictions.

Lemma 7.29. Fori # j. If ¢;; # 0 then there are realizations mw:s X t — ¢;;
of Q;; exactly for all s,t > |q;;].
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Sketch of Proof. The condition s,t > |g;;| is necessary since 7 has to attain
each a € ¢;; at least once in every row and in every column.

Let so = |g;;| and first construct a realization on so X sg. Let ¢;; be
enumerated as o, ... as,—1 in increasing order with respect to <. Put

mo(u,v) = ag for k = (u + v) mod sp.

Obviously each «; occurs once in each row and in each column as required.
To obtain realizations for s x t, s,t > sg put

mo(u,v) for u,v < sg

) oy for k = vmod sg,u > sg,v < Sg
m(u,v) := B
oy, for k = umod sg,v > sg,u < Sg
g for v,u > sq.

7 extends 7y through repetition of (extensions of) the first row and first
column. O

The diagonal restrictions. For the diagonal restrictions ;; the size of
a minimal realization may depend on the existence of fixed points under T'
other than ¢;. We show that the minimal size is equal to |g;;| if there are no
such fixed points, and equal to the least even number greater than or equal
to |gi;| otherwise. Put

|qiil if Ta # o for all a € ¢ \ {0}
l_ 2[3lqis|]  otherwise.

Lemma 7.30. If q;; # {0;}, then there are realizations w: s X 8 — qi; of Qi;
exactly for all s > d;.

Proof. First we argue that s > d; is necessary. Trivially s > |g;;| is necessary,
since each « € ¢;; has to occur at least once in every row and column. d; > |g;;|
if and only if |g;;| is odd and there is some « # §; such that Ta = «. In this
case d; = |gi;]+1. But then this a has to occur an even number of times under
7, whence either s has to be even (and therefore s > |g;;| + 1 = d; in this
case), or, if s is odd, « occurs at least twice in at least one row. This row still
has to realize all other elements of ¢;;, and it follows that s > |g;;| + 1 = d;
in that case as well.

Now for the existence of realizations as claimed. First consider realizations
over d; X d;.

If |qi| is even or if Ta # « for all a € g¢;; \ {0;}, consider (Qy;;v),
with v identically put to 1, as a weighted game tableau. (Q;;;v) satisfies the
requirements of Lemma 7.26 so that we obtain a realization on d; X d; since
di = |qii| = Y neq, V(@)

Otherwise |g;;| is odd, there is some a # 6; with Taw = o, and d; = |q;;|+1.
Let a be the least « € g;;\{9; } that is fixed by T. Put v(ag) = 2 and v(a) = 1
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for all a # ap. Again, >°
give a realization on d; X d;.
From these minimal realizations on d; x d; one may again obtain realiza-
tions over s > d; simply by extensions that essentially repeat one row and
one column. Let 7g:d; x d; — ¢;; be the minimal realization, let ag be the
minimal element of ¢;; \ {0;}. Then the following is a realization over s > d;:

v(a) = d; is even and Lemma 7.26 applies to

mo(u, v) for u,v < d;
mo(d; —1,v) foru>d;,v<d;—1
mo(u,d; —1)  for v > dj,u<d; —1

m(u,v) = 0; foru=v>d;
Qg foru>v>d;—1
Tayg foro>u>d; — 1.

Figure 7.7 illustrates this extension of the domain by one row and one column

tos=d; + 1. O
Fig. 7.7
& « Y Qg 0;
« Y 0; |Tag
Ty | Ty
T8\Tp
Toa|Ta

It remains to determine the size of a minimal realization for the entire
game tableau Q. Put

1945 for i # j
nij = |l ifi=jand Ta # «a for all @ € g;; \ {0;} (7.3)
2[3lais|]  if i = j and Ta = a for some a € g;; \ {6;}

so that according to the last lemmas n;; is the minimal number such that Q;;
admits a realization over n;; X n;;. Note that for any game tableaux n;; = nj;
because 1" acts as a fixed-point free bijection between g;; and g;;. Assume
that the ¢;; are all non-empty. Then

— each 9;; for i # j admits a realization over s x ¢ for all s, > n;,
— each non-trivial 9;; admits a realization on s x s for all s > n;;, and
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— each trivial ;;, |¢:;| = {0;}, admits only the trivial singleton realization.

Optimal values for realizations that fit together in the sense of the condition
in Proposition 7.20 are therefore given by:

n; = max{nij | 1<5< l}

noi= ) n;.

(7.4)

Notice that (ii) of Proposition 7.28 implies that n; = 1 whenever |¢;;| = 1.
If 9 therefore satisfies all conditions of Proposition 7.28 we do get a realiza-
tion of size n.

Proposition 7.31. Let Q be a game tableau that satisfies the conditions of
Proposition 7.28. Then either |q;;| = 1 for all i and the only realization of Q
is over n =Y n; = |A|; or there is at least one q;; # {d;} and in this case Q
has realizations exactly over all s > n. (The n; and n are as determined by
equations 7.3 and 7.4.)

The explicit constructions of realizations for the individual £;; presented
above and the general procedure for the composition of these according to
Proposition 7.20 yield a PTIME algorithm as required for Proposition 7.28.
This finishes the proof of Theorem 7.14.

It might be interesting to find a simple bound on the size n of a minimal
realization of Q also in terms of |Q| = >, ; ;; |4i;|- Recall that [Q)] is the
size of the L2-invariant of the desired structure, or — in more model theoretic
terms — the number of distinct L?-types of pairs that the desired structure
has to realize. We claim that actually |@Q|+ 1 is such a bound. In particular
this is a linear bound, whereas for k > 3 we know that there cannot even be
a sub-exponential bound on the size of minimal realizations of L*-invariants
by Example 3.23.

The following proposition gives a somewhat tighter bound in terms of both
the number of 2-types and the number of 1-types that are to be realized.

Proposition 7.32. For all A € fin[7] there is some B € fin[r] such that
B=""92 and |B| <|Tp" (%;2)] +1— (ITp" @ 1) —1)°.

In particular |B| < \TpLQ(Ql; )| +1=|I2(0)] +1.

Proof. Let Q = (Q, < E\T, A) be the game tableau associated with I2(2().
The desired B is obtained from a realization of £ of minimal size. Let
qi,---,q, the g, ni;, n; and n be as described in Proposition 7.28 and
equations 7.3 and 7.4.

As |Q| = |TpL2(Ql;2)| and |TpL2(Q(; 1)| = |Q/E| = it suffices to show

n<|Q|+1—(1-1)%
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since n is the minimal size of a realization of 9 as determined above. We first
observe that n; = max{n;;[1 < j <1} < X2 ;¢ nij — (I —1) because all n;;
are positive. Recall that n;; < |g;;| + 1 and n;; = |g;;| at least for all 7 # j.
Therefore

n=>3,n; < Z” ni; — (1 —1)
< Zi¢j|qz‘j‘+2i(‘%|+1) —1(l-1)
< iglagl+1-10-1) =1Q+1-(-1)%,
as desired. O

The given bound is essentially optimal among bounds that are indepen-
dent of the vocabulary. This is demonstrated in the following example.

Example 7.33. Let k > 2 and let 7 consist of k£ binary relation symbols Ry,
..., Ri_1. Let 2 consist of 2k — 2 points arranged in a cycle and with R; in-
terpreted by the set of pairs at distance i. The following sentence axiomatizes
the complete L2-theory of 2.

o = VaVy (\/ Ryxzy A /\ —(Rizy A Rﬁy))
i i
A VaVy (Roa:y S T=yA /\(Rlxy > Riyx)>

AVz /\ JyR;xy .

Models of ¢} exactly correspond to realizations of the game tableau
(Q,<,E,T,A) where Q, = k, E = k x k, T = idy, A = {0}. In fact,
if B is a T-structure over universe n, then B = ¢y if and only if

mnxn — Qg
(b)) — i if (b,b') € RP

is a realization of Q. By Lemma 7.30 ¢ has models exactly in sizes greater
than or equal to n = 2[1k]. Clearly |TpL2 (Ax;2)| = k and |TpL2 ;1) =
l=1,sothat |Q|+1—(l—1)2=k+1=n for all odd k.

For situations with [ > 1 one obtains similar examples by considering

structures
A = (Q(klu UQ(kl,Pl,...,Pl)

with extra unary P; to encode the partition into the 2, . Here |TpL2 (2;2)] =
S ki 4+ 1(1— 1), |Tp™ (1) =  so that [Q| + 1 — (I — 1)2 = 3" k; + L. This
bound is shown to be exact as above if all k; are odd.

Another, more simple corollary to our findings about realizations concerns
the spectrum of complete L2 -theories.
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Corollary 7.34. Any complete L2, -theory (in a finite relational vocabu-
lary) that has any finite models, either has exactly one finite model up to
isomorphism, or has models exactly in all cardinalities above some finite
threshold value n.

Sketch of Proof. Completeness of the theory together with existence of at
least one finite model implies that all models (in fact finite and infinite ones)
have the same value for their L?-invariant. We know from Theorem 7.12 that
each finite model of the theory is obtained from a realization of the underlying
game tableau and vice versa. For realizations the corresponding spectrum
property is expressed in Proposition 7.31 above. In the case of at least one
non-trivial ¢;; the above constructions for the extensions of realizations can
easily be extended to yield models in arbitrary infinite cardinalities as well.

O

7.3.2 On the Special Nature of Two Variables

Combinatorially, and with respect to the solution of the inversion problem
presented here, the two-variable invariants and their induced tableaux are
special. The trivialization of the accessibility relations F; and Fs and mod-
ularity of the solutions as discussed in Section 7.1.1 are peculiar to the two-
dimensional case in this sharp form. Basically the easy decomposition can
be attributed to the fact that the two-variable type of a pair is fully de-
termined by the individual two-variable types of its components together
with the atomic type of the pair — a property that technically is reflected in
Lemma 7.16. Combinatorially more sophisticated techniques may be required
to approach the three-variable case. We have no well-founded conjecture at
this stage whether indeed the k-variable case can be settled positively for any
k > 3. In view of the general theorems above these canonization and inversion
problems with and without counting remain challenging open problems.

The most important aspect with respect to classical logical concerns, in
which two variables are very special, is decidability.

Theorem 7.35 (Mortimer). L2 has the finite model property, i.e. any
satisfiable sentence of L2, in a relational vocabulary has a finite model. Con-
sequently, the satisfiability problem for L2 is decidable.

ww

Decidability of the satisfiability problem for L2  was earlier announced
by Scott [Sco62], but the argument Scott gave was based on the erroneous as-
sumption that the Godel case with equality is decidable. So [Sco62] proves the
claim only for L2, without equality. A version of Mortimer’s proof [Mor75]
can be found in [EF95]. There is also a new proof (with better complexity
bounds) by Grédel, Kolaitis and Vardi [GKV96, BGG96].

Let us consider in a brief sketch what Mortimer’s result implies about the
inversion problem for I;2. To this end one may transform the information in

a given candidate L2-invariant
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J= (Q7<3E7T79)

into an L2 -sentence as follows (compare also Example 7.33). Introduce new
predicates R, for a € @Q. Then the following sentence represents the full
information in J. It may in fact be considered as an axiomatization of those
realizations of the underlying game tableau that also respect atomic types as
prescribed by ©, whence it exactly axiomatizes the canonical R,-expansions
of all 7-structures 2 with Ir»(2) = 7.

V:UVy\/Raa:y A VaVy /\ ﬁ(Raa:y A Rafacy)
« aFa!
A /\VxVy(Raxy < Rpayz) A /\ Va(Rorx < JyRyay)
« a€A,(a,0’)EE

A /\Vwa(Raa:y — 0(a)(z,y)).

This sentence may be regarded as a variant of a Scott sentence, with the
crucial difference that it is over an extended vocabulary but requires only
quantifier rank 2 and is of quadratic length in the size of the given invariant.

From the proof in [Mor75] one can infer that owing to the special format of
this L2 -sentence the size of its minimal models is bounded by a polynomial
in the size of the given invariant.

The inversion problem thus reduces to the satisfiability problem for these
associated compressed Scott sentences. This reduction induces an exponential
time decision procedure for image([ L2) and a corresponding solution through
exhaustive search to the inversion problem in exponential time.

Quite recently it has been shown in [GOR96b] that also the satisfiability
problem for C2 | is decidable (although C2  does not have the finite model

ww

property, compare Example 1.19).

Theorem 7.36 (Gridel, Otto, Rosen). The satisfiability problem for C? ,
is decidable.

It is remarkable on the other hand that even decidability of image (I Lk-)
for k > 2 is an open problem. The corresponding problem for the Iox is
trivial, since the size of candidate structures is easily determined from the
proposed invariant. It should be stressed that also for the Iy there is no
obvious connection between the decidability of the set of all invariants of
actual structures and PTIME invertibility of I;» in the sense of Definition 6.9.
In fact the size of prospective realizations may always in this context be
thought of as a given parameter, in which case decidability becomes trivial
through exhaustive search (compare the remarks following Definition 6.9).
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